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OBJECTIVES & OUTCOMES





Lean



Lean Philosophy

• Lean is a way of thinking. It it is all about 
continuous improvement with a focus on 
eliminating all forms of waste in a process.

“No Process can never be declared 
perfect, therefore there is always room 
for improvement” 

Toyota Sakichi

https://en.wikipedia.org/wiki/Sakichi_Toyoda




Evolution of lean

• Started out with Henry Ford’s assembly line in the early 
1900’s. First person who continuously worked to make 
sure his process was as efficient as possible.

• Then shortly after WWII Taichi Ohno and Kiichiro Toyoda 
took aspects of Ford’s work with new ideas for 
continuous improvement and created the Toyota 
Production System.



• It started in Japan at the Toyota Motor Company In 1902 Sakichi
Toyoda, founder of the Toyota group, invented an automated loom 
that stopped anytime a thread broke.

• quality defects significantly decreased and one operator was able 
to monitor several machines at one time. 

• Several decades later Taiichi Ohno, a production engineer at the 
Toyota Motor Company applied the same concept as he sought to 
eliminate waste, or non-value added activities, within the Toyota 
organization. 

• In addition to stopping production at every defect (Jidoka), he 
employed another key concept, JIT (just in time). Together, Jidoka 
and JIT are the pillars of the Toyota Production System, supported 
by a foundation of Heijunka (level loading)



Lean Manufacturing

• Lean Manufacturing is all about making a 
product in the most efficient and effective 
manner, while looking for ways to 
continuously improve. 

• Continuous Improvements:

– Decrease Cycle Time

– Eliminate sources of waste in a process

– Increase Throughout



Difference between Lean, Six Sigma & 
Lean Six Sigma



TRADITIONAL VS LEAN





FORD & TPS



FORD PRODUCTION SYSTEM

Areas where Ford established the baseline for the Lean and Six Sigma
techniques to come.

• Standardization

• High Wages

• Wasted Movement

• Wasted Materials

• Just-in-Time Manufacturing

Limitation: His processes, while revolutionary, did not allow for the
types of variations that modern businesses require.

MODEL T





TOYOTA’S LEAN

• TPS is based on two concepts: jidoka and just-
in-time. 

• Jidoka, a Japanese term that can be translated 
as “automation with a human touch”

• Just-in-time is about refining and co-
ordinating each production process so that it 
only produces what is required by the next 
process in the sequence.



TPS
To identify and reduce three primary obstacles or deviations from optimal
allocation of resources within the system
• Overburden (muri)
• Inconsistency (mura)
• Waste (muda)

TPS is grounded on two main conceptual
pillars:
• Just-in-time
meaning “Making only what is needed,
only when it is needed, and only in
the amount that is needed”
• Jidoka (Autonomation)
meaning “Automation with a human touch

https://www.leansixsigmadefinition.com/glossary/muri/
https://www.leansixsigmadefinition.com/glossary/mura/
https://www.leansixsigmadefinition.com/glossary/waste/
https://www.leansixsigmadefinition.com/glossary/muda/


ILLUSTRATION OF THE TOYOTA 
PRODUCTION SYSTEM



4P model of Toyota

• 4P model - Philosophy, Process, People 
& Partners and Problem Solving.



3 M’s of Lean

• Muda, Mura, and Muri are terms often used 
together in the Toyota Production System (and 
called the Three Ms) that collectively describe 
wasteful practices to be eliminated.



MUDA

• Muda means wastefulness, uselessness and 
futility, which is contradicting value-addition

➢ work that is necessary but not recognized by 

the customer as adding value  

➢ work that simply is not necessary. 

The second type of Muda should be identified and 
eliminated



Muda’s 7 wastes



MURA & MURI

• Mura means unevenness, non-uniformity, and
irregularity.

Ex: companies ramp up production to meet targets,

even when there is no customer demand.

• Muri means overburden, beyond one’s power,
excessiveness, impossible or unreasonableness.

• Muri can result from Mura and in some cases be
caused by excessive removal of Muda (waste) from
the process



CASE STUDY

• A firm needs to transport six tons (with 2
different set of weights) of material to its
customer and is considering its options. Capacity
of one truck is of 3 tons.



Option 1

• One is to pile all six tons on one truck and make a
single trip.

• But this would be muri because it would overburden
the truck.

• Leads to breakdowns, which also would lead to muda
and mura.



Option 2

• A second option is to make two trips, one with
four tons and the other with two.

• But this would be mura because the unevenness
of materials arriving at the customer would
create jam-ups on the receiving dock followed by
too little work.



Option 3

• A third option is to load two tons on the truck 
and make three trips. 

• But this would be muda, even if not mura and 
muri, because the truck would be only partially 
loaded on each trip.



OPTIMAL SOLUTION

• Muda does not exist because the trucks are carrying 
the loads at their maximum capacity.

• Mura does not exist because the workload between the 
two deliveries are uniform

• Muri is absent from this option because both the truck 
and the operators are not working beyond their 
capacity.



Cycle time vs Lead time vs Takt time



KANBAN

• The word kanban is Japanese and roughly translated 
means “card you can see.” 

• Toyota introduced and refined the use of kanban in a 
relay system to standardize the flow of parts in their just-
in-time (JIT) production lines in the 1950s.

“A visual system used to manage and keep track of work 
as it moves through a process”



Kanban Card



RULES FOR KANBAN

Toyota has formulated six rules for the application of kanban:
1. Each process issues requests (kanban) to its suppliers when

it consumes its supplies.
2. Each process produces according to the quantity and

sequence of incoming requests.
3. No items are made or transported without a request.
4. The request associated with an item is always attached to

it.
5. Processes must not send out defective items, to ensure that

the finished products will be defect-free.
6. Limiting the number of pending requests makes the process

more sensitive and reveals inefficiencies.

https://en.wikipedia.org/wiki/Toyota


2-Bin system of Kanban

• System which uses two physical bins to manage inventory, 
usually of small but critical parts

• Used in warehouses, supply rooms at hospitals, places 
where ingredients are stored in restaurants or bakeries, and 
more.



3-bin system of Kanban

• One bin at the factory where products are made, one at the 
store where parts/materials are held, and one at the supplier.

• Used in blood banks , medical organ parts, grocery warehouses, 
automotive parts



Digital Kanban

In electronic Kanban systems, barcodes are placed on items, on
materials, or in specific locations. Scanning the barcodes sends a
signal to the correct person or department to fill the request. Some
systems even generate emails when certain barcodes are scanned
that send orders to external suppliers.



PUSH vs PULL

• A pull system initiates production as a reaction to
present demand, while a push system initiates
production in anticipation of future demand.

• In a pull system, production is triggered by actual
demands for finished products, while in a push system,
production is initiated independently of demands.





PUSH vs PULL

• Dell pre-orders and stocks up on raw materials and
components.

• However, from this point on, they do not produce their
computers until an order is actually placed. They initially
“push”, but then switch to “pull’’ in the production and
assembly process.

The push-pull strategy (hybrid) is usually suggested for
products with high demand uncertainty and high
importance of economies of scale.



PUSH – PULL SYSTEM

• Let’s say a high-end wooden furniture manufacturer knows
that they sell three tables per week on average but there
have also been weeks when customers have bought six or
seven.

• As one table takes them one and a half workdays to finish,
they could respond to their average demand week-by-week
without holding any extra stock.

• To respond to the spikes in demand, however, they need to
have some safety stock.

• In this case, the push system creates a surplus of tables that
are expected to be sold, and the pull system replenishes the
safety stock when items are sold.

https://manufacturing-software-blog.mrpeasy.com/safety-stock/


SINGLE MINUTE EXCHANGE OF DIES 
(SMED)

• The process of reducing changeover or setup time.

• It involves identifying and eliminating any unnecessary
part of the changeover process.

• Goal of reducing changeover times to the “single” digits
(i.e., less than 10 minutes).



SMED PROCEDURE

1. Identify Pilot Area

2. Identify Elements 

3. Separate External Elements

4. Convert Internal Elements to External

5. Streamline Remaining Elements



SMED - Example
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Introduction to Hypothesis 

Testing
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Hypothesis Testing

• The general goal of a hypothesis test is to 

rule out chance (sampling error) as a 

plausible explanation for the results from a 

research study.  

• Hypothesis testing is a technique to help 

determine whether a specific treatment 

has an effect on the individuals in a 

population. 
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Hypothesis Testing

The hypothesis test is used to evaluate the 

results from a research study in which 

1. A sample is selected from the 

population.

2. The treatment is administered to the 

sample.

3. After treatment, the individuals in the 

sample are measured. 
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Hypothesis Testing (cont.)

• If the individuals in the sample are 

noticeably different from the individuals in 

the original population, we have evidence 

that the treatment has an effect.  

• However, it is also possible that the 

difference between the sample and the 

population is simply sampling error 
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Hypothesis Testing (cont.)

• The purpose of the hypothesis test is to decide 
between two explanations:

1. The difference between the sample and 
the population can be explained by sampling 
error (there does not appear to be a 
treatment effect)

2. The difference between the sample and 
the population is too large to be 

explained by sampling error (there does 
appear to be a treatment effect).
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The Null Hypothesis, the Alpha Level, the 

Critical Region, and the Test Statistic

• The following four steps outline the 

process of hypothesis testing and 

introduce some of the new terminology:
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Step 1

State the hypotheses and select an α
level.  The null hypothesis, H0, always 
states that the treatment has no effect (no 
change, no difference).  According to the 
null hypothesis, the population mean after 
treatment is the same is it was before 
treatment.  The α level establishes a 
criterion, or "cut-off", for making a decision 
about the null hypothesis.  The alpha level 
also determines the risk of a Type I error.
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Step 2

Locate the critical region.  The critical 
region consists of outcomes that are very 
unlikely to occur if the null hypothesis is 
true.  That is, the critical region is defined 
by sample means that are almost 
impossible to obtain if the treatment has 
no effect.   The phrase “almost impossible” 
means that these samples have a  
probability (p) that is less than the alpha 
level.
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Step 3

Compute the test statistic.  The test 

statistic (in this chapter a z-score) forms a 

ratio comparing the obtained difference 

between the sample mean and the 

hypothesized population mean versus the 

amount of difference we would expect 

without any treatment effect (the standard 

error). 
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Step 4

A large value for the test statistic shows that the 
obtained mean difference is more than would be 
expected if there is no treatment effect.  If it is 
large enough to be in the critical region, we 
conclude that the difference is significant or 
that the treatment has a significant effect.  In this 
case we reject the null hypothesis.   If the mean 
difference is relatively small, then the test 
statistic will have a low value.  In this case, we 
conclude that the evidence from the sample is 
not sufficient, and the decision is fail to reject the 
null hypothesis. 
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Errors in Hypothesis Tests

• Just because the sample mean (following 
treatment) is different from the original 
population mean does not necessarily 
indicate that the treatment has caused a 
change.  

• You should recall that there usually is 
some discrepancy between a sample 
mean and the population mean simply as 
a result of sampling error. 
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Errors in Hypothesis Tests (cont.)

• Because the hypothesis test relies on 

sample data, and because sample data 

are not completely reliable, there is always 

the risk that misleading data will cause the 

hypothesis test to reach a wrong 

conclusion. 

• Two types of error are possible.
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Type I Errors

• A Type I error occurs when the sample data appear to 
show a treatment effect when, in fact, there is none. 

• In this case the researcher will reject the null 
hypothesis and falsely conclude that the treatment has 
an effect.  

• Type I errors are caused by unusual, unrepresentative 
samples. Just by chance the researcher selects an 
extreme sample with the result that the sample falls in 
the critical region even though the treatment has no 
effect.  

• The hypothesis test is structured so that Type I errors 
are very unlikely; specifically, the probability of a Type I 
error is equal to the alpha level.
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Type II Errors

• A Type II error occurs when the sample does 
not appear to have been affected by the 
treatment when, in fact, the treatment does have 
an effect.  

• In this case, the researcher will fail to reject the 
null hypothesis and falsely conclude that the 
treatment does not have an effect.  

• Type II errors are commonly the result of a very 
small treatment effect.  Although the treatment 
does have an effect, it is not large enough to 
show up in the research study. 
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Directional Tests

• When a research study predicts a specific 
direction for the treatment effect (increase 
or decrease), it is possible to incorporate 
the directional prediction into the 
hypothesis test.  

• The result is called a directional test or a 
one-tailed test.  A directional test includes 
the directional prediction in the statement 
of the hypotheses and in the location of 
the critical region. 
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Directional Tests (cont.)

• For example, if the original population has a 
mean of μ = 80 and the treatment is predicted to 
increase the scores, then the null hypothesis 
would state that after treatment:

H0:  μ < 80   (there is no increase)

• In this case, the entire critical region would be 
located in the right-hand tail of the distribution 
because large values for M would demonstrate 
that there is an increase and would tend to reject 
the null hypothesis.
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Measuring Effect Size

• A hypothesis test evaluates the statistical 

significance of the results from a research study.  

• That is, the test determines whether or not it is 

likely that the obtained sample mean occurred 

without any contribution from a treatment effect. 

• The hypothesis test is influenced not only by the 

size of the treatment effect but also by the size 

of the sample. 

• Thus, even a very small effect can be significant 

if it is observed in a very large sample. 



25

Measuring Effect Size

• Because a significant effect does not necessarily 

mean a large effect, it is recommended that the 

hypothesis test be accompanied by a measure 

of the effect size.  

• We use Cohen=s d as a standardized measure 

of effect size.  

• Much like a z-score, Cohen=s d measures the 

size of the mean difference in terms of the 

standard deviation.
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Power of a Hypothesis Test

• The power of a hypothesis test is defined 

is the probability that the test will reject the 

null hypothesis when the treatment does 

have an effect.  

• The power of a test depends on a variety 

of factors including the size of the 

treatment effect and the size of the 

sample. 





STATISTICAL 
PROCESS CONTROL



•Is the application of Statistical Methods to monitor and 

control a process to ensure that it operates at its full potential 

to produce conforming product.

OR

•Is an analytical decision making tool which allows you to see 

when a process is working correctly and when it is not.

•Variation is present in any process, deciding when the 

variation is natural and when it needs correction is the key to 

quality control.

STATISTICAL PROCESS CONTROL (SPC)



•Was Pioneered By Walter .A. Shewhart In The Early 1920s.

•W. Edwards Deming Later Applied SPC Methods In

The US During World war II, Successfully Improved Quality In The 

Manufacture Of Munitions And Other Strategically Important 

Products.

•Deming introduced SPC Methods to Japanese IndustryAfter The 

War Had Ended.

•Resulted high quality of Japanese products.

•Shewhart Created The Basis For The Control Chart And The 

Concept Of A State Of Statistical Control By Carefully Designed  

Experiments.

HISTORY



•Concluded That While Every Process Displays Variation, Some 

Processes Display Controlled Variation That Is Natural To The  

Process (Common Causes Of Variation), While Others Display 

Uncontrolled Variation That Is Not Present In The Process 

Causal System At All Times (Special Causes Of Variation).

•In 1988, The Software Engineering Institute Introduced The 

Notion That SPC Can Be Usefully Applied To Non-manufacturing 

Processes



▪The quality of the finished article was traditionally achieved 

through post-manufacturing inspection of the product; 

accepting or rejecting each article (or samples from a 

production lot) based on how well it met its
design specifications

▪SPC uses Statistical tools to observe the performance of the 

production process in order to predict significant deviations 

that may later result in rejected product.

TRADITIONAL METHODS VS STATISTICAL PROCESS CONTROL



Two kinds of variation occur in all manufacturing processes

1. Natural or Common Cause Variation

consists of the variation inherent in the process as it

is designed.

may include variations in temperature, properties of

raw materials, strength of an electrical current

etc.

2. Special Cause Variation or Assignable-cause Variation 

With sufficient investigation, a specific cause, such

as abnormal raw material or incorrect set-up parameters,

can be found for special cause variations.

TYPES OF VARIATION



❖Process is said to be ‘in control’and stable

If common cause is the only type of variation that exists 

in the process

It is also predictable within set limits i.e. the probability of 

any future outcome falling within the limits can be stated 

approximately.

❖Process is said to be ‘out of control’and unstable

Special cause variation exists within the process

‘In Control’ and ‘Out Of Control’



Statistical process control -broadly broken 

down into 3 sets of activities

1. Understanding the process

2. Understanding the causes of variation

3. Elimination of the sources of special cause 

variation.



Understanding the process

• Process is typically mapped out and the process is monitored 

using control charts.

Understanding the causes of variation

• Control charts are used to identify variation that may be due to 

special causes, and to free the user from concern over variation 

due to common causes.

• It is a continuous, ongoing activity.

• When a process is stable and does not trigger any of the 

detection rules for a control chart, a process capability analysis 

may also be performed to predict the ability of the current 

process to produce conforming product in the future.



•When excessive variation is identified by the control chart 

detection rules, or the process capability is found lacking, 

additional effort is exerted to determine causes of that variance.

• The tools used include

• Ishikawa diagrams

•Designed experiments

•Pareto charts

•Designed experiments are critical -only means of objectively 

quantifying the relative importance of the many potential causes 

of variation.



Elimination of the sources of special cause variation

•Once the causes of variation have been quantified, effort is 

spent in eliminating those causes that are both statistically 

and practically significant.

•includes development of standard work, error-proofing and 

training.

•Additional process changes may be required to reduce 

variation or align the process with the desired target, 

especially if there is a problem with process capability.



ADVANTAGES OF SPC

• Reduces waste

• Lead to a reduction in the time required to produce the product

or service from end to end

due to a diminished likelihood that the final product will

have to be reworked, identify bottlenecks, wait times, and other

sources of delays within the process.

•A distinct advantage over other quality methods, such as 

inspection - its emphasis on early detection and prevention of 

problems

•Cost reduction

•Customer satisfaction



SPC CHARTS

•One method of identifying the type of variation present.

•Statistical Process Control (SPC) Charts are essentially:

❖Simple graphical tools that enable process performance 

monitoring.

❖Designed to identify which type of variation exists within the 

process.

❖Designed to highlight areas that may require further 

investigation.

❖Easy to construct and interpret.

•2 most popular SPC tools

❖ Run Chart

❖Control Chart



•SPC charts can be applied to both dynamic processes and 

static processes.

Dynamic Processes
oA process that is observed across time is known as a dynamic 

process.
oAn SPC chart for a dynamic process - „time-series‟ or a

„longitudinal‟SPC chart.

Static Processes
oA process that is observed at a particular point in time is 

known as a static process.
oAn SPC chart for a static process is often referred to as a

„cross sectional‟ SPC chart.



Control charts

❑Show the variation in a measurement during the time period that 

the process is observed.

❑Monitor processes to show how the process is performing and 

how the process and capabilities are affected by changes to the 

process. This information is then used to make quality 

improvements.

❑A time ordered sequence of data, with a centre line calculated by

the mean.

❑Used to determine the capability of the process.

❑Help to identify special or assignable causes for factors that

impede peak performance.



Control charts have four key features:

1) Data Points:

Either averages of subgroup measurements or individual 

measurements plotted on the x/y axis and joined by a line. Time 

is always on the x-axis.

2) The Average or Center Line

The average or mean of the data points and is drawn across 

the middle section of the graph, usually as a heavy or solid line.

3) The Upper Control Limit (UCL)

Drawn above the centerline and annotated as "UCL". This is 

often called the “+ 3 sigma” line.

4) The Lower Control Limit (LCL)

Drawn below the centerline and annotated as "LCL". This is 

called the “- 3 sigma” line.





➢Control limits define the zone where the observed data for a 

stable and consistent process occurs virtually all of the time 

(99.7%).

➢Any fluctuations within these limits come from common causes 

inherent to the system, such as choice of equipment, scheduled 

maintenance or the precision of the operation that results from 

the design.

➢An outcome beyond the control limits results from a special 

cause.

➢The automatic control limits have been set at 3-sigma limits.



•The area between each control limit and the centerline is 

divided into thirds.

1) Zone A - "1-sigma zone“

2) Zone B - "2-sigma zone"

3) Zone C - " 3-sigma zone “





PROCESS CAPABILITY 

ANALYSIS

 Examines

◦ whether the process is capable of producing products which conforms 

to specifications

◦ range of natural variability in a process what we measure with control 

charts

 Process capability studies distinguish between conformance to control 

limits and conformance to specification limits (also called tolerance 

limits)

◦ if the process mean is in control, then virtually all points will remain 

within control limits

◦ staying within control limits does not necessarily mean that

specification limits are satisfied

◦ specification limits are usually dictated by customers

21



Process Capability analysis cont.

(b) Design 
specifications and 
natural variation the 
same; process is 
capable of meeting 
specifications most of 
the time.

Process

(a) Natural variation 
exceeds design 
specifications; 
process is not 
capable of meeting 
specifications all the 
time.

Design 
Specificatio  
ns

Process

Design 
Specificatio  
ns
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Process Capability (cont.)

conforming to 
specifications.

Design 
Specificatio  
ns

(c) Design 
specifications 
greater than natural 
variation; process is 
capable of always

Process

(d) Specifications 
greater than natural 
variation, but 
process off center; 
capable but some 
output will not meet 
upper specification.

Design 
Specificatio  
ns

Process

23



INTRODUCTION TO

SURVIVAL ANALYSIS



What is Survival Analysis?

• Survival Analysis is referred to 
statistical methods for analyzing 
survival data

• Survival data could be derived from 
laboratory studies of animals or from 
clinical and epidemiologic studies 

• Survival data could relate to 
outcomes for studying acute or 
chronic diseases



What is Survival Time?

• Survival time refers to a variable 

which measures the time from a 

particular starting time (e.g., time 

initiated the treatment) to a particular 

endpoint of interest (e.g., attaining 

certain functional abilities)  

• It is important to note that for some 

subjects in the study a complete 

survival time may not be available 

due to censoring



Censored Data
Some patients may still be alive or in 

remission at the end of the study period

The exact survival times of these 

subjects are unknown

These are called censored observation or 

censored times and can also occur when 

individuals are lost to follow-up after a 

period of study



Random Right Censoring

• Suppose 4 patients with acute leukemia 
enter a clinical study for three years 

• Remission times of the four patients are 
recorded as 10, 15+, 35 and 40 months  

• 15+ indicate that for one patient the 
remission time is greater than 15 months 
but the actual value is unknown



Important Areas of Application
• Clinical Trials (e.g., Recovery Time after 

heart surgery)

• Longitudinal or Cohort Studies (e.g., Time  

to observing the event of interest) 

• Life Insurance (e.g., Time to file a claim)

• Quality Control & Reliability in 

Manufacturing (e.g., The amount of force  

needed to damage a part such that it is not 

useable)



Survival Function or Curve

Let T denote the survival time

S(t) = P(surviving longer than time t )

= P(T > t)

The function S(t) is also known as the 
cumulative survival function. 0 S( t ) 1

Ŝ(t)=number of patients surviving longer than t

total number of patients in the study







E.g:  Four patients’ survival time are 10, 20, 35             

and 40 months.  Estimate the survival function.
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Example:  Four patients’ survival data are 10, 15+, 

35 and 40 months.  Estimate the survival function
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In 1958, Product-Limit (P-L) method was 

introduced by Kaplan and Meier (K-M)

• As you move from left to right in estimation of the 

survival curve first assign equal weights to each 

observation.  Do not jump at the censored 

observations

• Redistribute equally the pre-assigned weight to 

the censored observations to all observations to 

the right of each censored observation

• Median survival is a point of time when S(t) is 0.5

• Mean is equal to the area under the survival curve



A few critical features of P-L 

or K-M Estimator

• The PL method assumes that 
censoring is independent of the 
survival times

• K-M estimates are limited to the time 
interval in which the observations fall

• If the largest observation is 
uncensored, the PL estimate at that 
time equals zero



Comparison Of Two 

Survival Curves

• Let S1(t) and S2(t) be the survival 

functions of the two groups. 

• The null hypothesis is 

H0: S1(t) =S2(t), for all t > 0

• The alternative hypothesis is:

H1: S1(t)  S2(t), for some t > 0







The Logrank Test

• SPSS, SAS, S-Plus and many other 
statistical software packages have the 
capability of analyzing survival data

• Logrank Test can be used to compare 
two survival  curves

• A p-value of less than 0.05 based on 
the Logrank test indicate a difference 
between the two survival curves



EXAMPLE

• Survival time of 30 patients with 

Acute Myeloid Leukemia (AML)

• Two possible prognostic factors

Age  = 1    if   Age of the patient  50 

Age  = 0    if   Age of the patient < 50

Cellularity = 1  if cellularity of marrow clot 

section is 100%

Cellularity = 0   otherwise



Format of the DATA

Survival Times and Data of Two Possible 

Prognostic Factors of 30 AML Patients

* Censored = 1    if    Lost to follow-up

Censored = 0    if    Data is Complete



Comparing the survival curves by 

Age Groups using Logrank Test



Comparing the survival curves by 

Cellularity using Logrank Test



Hazard Function

• The hazard function h(t) of survival 

time T gives the conditional failure rate

• The hazard function is also known as 

the instantaneous failure rate, force of 

mortality, and age-specific failure rate

• The hazard function gives the risk of 

failure per unit time during the aging 

process



Multivariate Analysis: (CPHM)

Cox's Proportional Hazards Model

• CPHM is a technique for 
investigating the relationship 
between survival time and 
independent variables

• A PHM possesses the property that 
different individuals have hazard 
functions that are proportional to one 
another



Comparing the survival curves by Age Groups 

after Adjusting Cellularity using CPHM



Comparing the survival curves by Cellularity 

Groups after Adjusting Age using CPHM
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