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PROGRAM EDUCATIONAL OBJECTIVES (PEOs)

Artificial Intelligence and Data Science program will prepare its graduates:

1. Technical Proficiency and ProbleSolving: Graduates will demonstrate technical
competence in artificial intelligence and data science, utilizing advanced algorithms
and analytical techniques to solve complex problems, and contribute effectively to
industry, academia, and entrepreneurship at both national and global levels.

2. Continuous Learning and Innovation: Graduates will engage in lifelong learning and
professional development, continually enhancing their skills in Al and data science to
develop impactful solutions that address the evolving needs of society.

3. Leadership and Ethical Practice: Graduates will develop strong leadership and

collaboration skills to drive innovation in Al and data science, ensuring their
contributions positively impact society and the environment.

PROGRAM OUTCOMES (POs)

PO GRADUATE ATTRIBUTES

1.

Engineering knowledge Apply the knowledgeof mathematicsscience,engineering
fundamentals, and an engineering specialization to the solution of complex engir
problems.

Problem analysis Identify, formulate, review research literature, and analyse con
engineering problems reaching substantiatedconclusionsusing first principles of
mathematicspaturalsciencesandengineeringciences.

Design/development of solutionsDesign solutions for complex engineering proble
and design system componentsor processesthat meet the specified needs with
appropriate consideration for the public health and safety, and the cultural, socie:
environmentatonsiderations.

Conduct investigations of complex problems. Use researckbased knowledge
andresearch methods including design of experiments, analysist@ngdretation of
data,andsynthesiof theinformationto providevalid conclusions.

Modern tool usage Create, select, and apply appropriate techniques, resource
modern engineering and IT tools including prediction and modelling to con
engineeringctivitieswith an understanding ofie limitations.



6. The engineer and societyApply reasoning informed by the contextual knowledge
assess societal, health, safety, legal and -cultural issues and the con
responsibilitieselevantto theprofessional engineerirgractice.

7. Environment and sustainability: Understand the impact of the professio
engineeringsolutions in societal and environmental contexts, and demonstrat
knowledge of, andeedfor sustainablelevelopment.

8.  Ethics: Apply ethical principles and commit to professional ethics and responsib
andnormsof theengineeringpractice.

9. Individual and team work: Function effectively as an individual, and as a membe
leader in diverséeams and in multidisciplinarysettings.

10. Communication: Communicateeffectively on complex engineeriragtivities withthe
engineering community and with societylatge such as, being able to comprehe
andwrite effective reports and design documentation, make effective presentatiot
give andreceiveclear instructions.

11. Project management and financeDemonstrate knowledge and understanding of
engineering and management principl
member and leader in a team, to manage projects and in multidisciplinary
environments.

12. Life-long learning: Recognize the need for, and hatlee preparationand ability to
engagein independent antife-long learningin the broadest context of technologic
change.

PROGRAM SPECIFIC OUTCOMES (PSOs)
1. Leveraging engineering principles to develop- Ahsed models that address feal
world problems in diverse fields, providing innovative solutions.

2. Use learning models and algorithms to analyze data and make advanced business
decisions, driving progress in data science
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SRI VENKATESWARA COLLEGE OF ENGINEERING,
(An Autonomous Institution, Affiliated to Anna University, Chennai i 600025)

REGULATIONS 2022
CHOICE BASED CREDIT SYSTEM

I B. TechARTIFICIAL INTELLIGENCE AND DATA SCIENCE I

CURRICULUM FOR SEMESTERSI| TO VII'1 AND SYLLABI
FOR SEMESTERSI| AND VII'1

SEMESTERI
R WER TOTAL PRERE POSITI

NO.| CODE GORY* L [T |P| Cc |[HOURSE ON
Induction Programme .

1. | 1P22151 (Common to all Branches) - {5 i i Nil F

Theory Subjects

Tamil language and Heritage

2. |HS22151Ancient Tamil Society HS 1010} 1 1 NIL F
(Common to alBranches)
Communicative English

3. H822152(Common 10 all Branches) HS 3|/0|0]| 3 3 NIL F
Applied Mathematics |

4. IMA22151(Common to all Branches BS 3|10 4 4 NIL F
except MR)
Applied Physics (Common to

5. PH22151AD, CS. EE, EC, IT) BS 3/0]0] 3 3 NIL F
Applied Chemistry (Common

6. CY22151,[0 AD. CS, EE, EC, IT) BS 3/0]0]| 3 3 NIL F
Basic Electrical and Electroni

7. | EE22151Engineering (Common to all ES 3/0/0]| 3 3 NIL F
Branches except CH, EE, EC
Programming for Problem

g. | 1T22101 Solving (Common to IT, AD, ES 31010 3 3 NIL F
CS, EE, EC)

Practical Subjects

9 PH22161PhyS'CS Laboratory (Commor BS olol2] 1 2 NIL =
to all Branches except BT)
Basic Electrical and Electroni

10. | EE22111EN9ineering Laboratory ES (0|o0|2[1| 2 | NL | F
(Common to all Branches
except EC)
Programming for Problem

11. | IT22111 [Solving Laboratory (Common ES 0/ 0|3|15 3 NIL F
to IT, AD, CS, EE, EC)

Total | 19| 1 | 7 |235| 27 - -




SEMESTER I

PERIODS PRERE
NO.| CODE GORY# L [T | P | Cc |[HOURS|E ON
Theory Subjects
Science and Technology in
1. |HS22251Ancient Tamil Society HS 2100 2 2 NIL F
(Common to all Branches)
5. I_|522252Techn|cal English (Common 1 HS 3lolol 3 3 NIL =
all Branches)
Applied Mathematics Il
3. |MA22251(Common to all Branches BS 3|10 4 4 NIL F
except MR)
Technical Drawing (Common
4. MEZZZSltoAD,CS, M BS 11012 2 3 NIL F
5. |[MA22253Mathematics for Data Scienc{ BS 31|10 4 4 NIL F
6. ADzzszataS_tructuresandAIgonthr pC 3lolol 3 3 NIL =
Analysis
7 AI:)222020bjectOrn.ented Paradigm an PC 3lolol 3 3 NIL =
Programming
Practical Subjects
8. ADZZleDataS_tructuresandAIgonthr PC ololsl1is 3 NIL =
Analysis Laboratory
9. |AD2221oCblect Oriented Paradigman - 1 | 5| 3| 15| 3 NIL F
Programming Laboratory
Total | 18| 2 | 8 | 24 28 - -




SEMESTER Il

PERIODS | 1o1aL PRERE pog)
SL.|COURSE CATE WEEK HOURS QUISIT 0N
NO.| CODE COURSETITLE GORY?# E
L \ T \ P \ C
Theory Subjects
1. |[MA22356Statistics for Data Science BS 311(0] 4 4 Nil F
Artificial Intelligence .
2. AD22301(CommontoAD&CS) PC 3/0/0]| 3 3 Nil F
Database Management
3. | CS22301Systems (Common to C& PC 3|00 3 3 Nil F
AD)
Datamining and Data
4. | CS22302warehousig (Commonto CS PC 3|00 3 3 Nil F
& AD)
Python For Data Science .
5. C822201(Common to CR AD) ES 3|02 4 5 Nil F
Digital Principles and Systel
6. | CS22202Design(Common to C& PC 3|00 3 3 Nil F
AD)
Practical Subjects
Database Management
/. | CS22311Systems Laboratory PC 0/0|3]|15 3 Nil F
(Common to C& AD)
8. A[)22311Art|1‘|0|al Intelligence PC olol3lis 3 Ni =
Laboratory
Total | 18| 1 | 8 | 23 27 - -




SEMESTER IV

TOTA
PERIODS PER "
SL.| COURSE CATE WEEK L |PrereqPositi
NO.| CODE COURSETITLE GORY* Hours |uisite on
LT ]P]C

Theory Subjects

1. | MA22455 (Queuing Theory and BS 3| 104 4 | NI |F
Optimization

2. | MA22456 [Viathematics for Machin 5o 3| 1|04 4 | Nil|F
Learning
Operating Systems .

3. C822401(CommontoCSandAE PC 3/ 0] 03 3 Nil F
Machine Learning

4. | CS22402Techniques (Common t PC 3 0| 0|3 3 Nil F
CSandAD)

5. | AD22401 |Veb Developmentand | 5 3| o0o]o[3| 3 | NI |F
Analytics
Environmental Sciences

6. | GE22451 Nd Sustainability BS 3| olo |3 3 | NI |F
(Common to All
Branches)

Practical Subjects
Operating Systems

7. | CS22411 |Laboratory (Common to PC 0| 0] 3|15 3 Nil F
CS and AD)

8. | AD22411 [Viachine Learning PC o|o]| 3]s 3 | NiI|F
Techniques Laboratory

9. | AD22412 |Veb Developmentand | 0|03 [1s5 3 [Nl |F
Analytics Laboratory

Total 18| 2 | 9 |27 20 | - | -




SEMESTERV

PERIODS PER

PRERE

NO.| CODE GORY# L | T | P | C | HOURS S TION
Theory Subjects

Computer Networks .

1. C822501(Cornrnon to CS and AD) PC 3] 0] 0|3 3 Nil F
Software Engineering .

2. C822502(Cornrnon 10 CS & AD) PC 3] 0] 0|3 3 Nil F
Internet of Things and

3. |AD22501Applications PC 310} 0] 3 3 Nil F
(Common to AD and CS)

4. |AD22502AutomataTheory PC 3 0| 0] 3 3 Nil F

5. **+x  Professional Elective | RE 3 0| 0| 3 3 Nil M

6. ***x  |Open Elective | OE 3 0| 0| 3 3 Nil M

Practical Subjects

Computer Networks

7. | CS22511Laboratory PC 0] 0| 3|15 3 Nil F
(Common to CS and AD)

8. |AD2251q/Mernetof Thingsandits) oo 1 o | o | 3 | 15| 3 Nl | F
Applications Laboratory
Interview and Career SKil

9. |HS22511Laboratory EEC 0 0| 4] 2 3 Nil F
(Common to All)

Total | 18 | 1 | 9 | 24 28 - -




SEMESTERVI

PERVIVOE%SKPER TOTAL PRERE POSI
SL.|COURSE  cOURSE TITLE CATE uISIT
NO.| CODE GORY# L | T | P | C | HOURS S TION
Theory Subjects
Cryptography and Netwo
1. | CS22601Security PC 3] 0] 0|3 3 Nil F
(Common to CS and AD)
2. |AD22609P8eP Leaming Algorithmy 1 5 | 5 | 5 | 4 5 Nl | F
Theory and Practices
3. |AD22601[R6Inforcement Leaming | po | 3 | o | o | 3 3 Nl | F
Techniques
4. |AD22602Healthcare Analytics PC 3 0| 0] 3 3 Nil F
5. ***x  Professional Elective Il RE 3 0| 0| 3 3 Nil M
6 **x%  1Open Elective Il OE 3 0| 0] 3 3 Nil M
7 ***%  IMandatory Course 3 O] 0] O Nil M
Practical Subjects
Cryptography and Netwo
7. | CS22611Security PC 0] 0] 3|15 3 Nil F
(Common to CS and AD)
8. |AD22611/3einforcementLeaming | o0 g | 3 (15| 3 Nl | F
Techniques Laboratory
9. |AD22612|nternship EEC 0 0| 3 2 4 Nil M
Total | 18 | 0 | 11 | 24 30 - -




SEMESTERVII

PERVIVOE%?(PER TOTAL PRERE POSI
SL.|COURSE  cOURSE TITLE CATE UISIT
NO.| CODE GORY# L | T | P | C | HOURS S TION
Theory Subjects
Ethics for Computer
1. |CS22701Professionals PC 3 0 0 3 3 Nil M
(Common to CS and AD)
2. e Professional Electivelll PE 3 0 0 3 3 Nil M
3. el Professional Electivev PE 3 0 0 3 3 Nil M
4, Fkkk Professional Elective¥ PE 3 0 0 3 3 Nil M
5. Fokkk Professional Electiv¥ | PE 3 0 0 3 3 Nil M
Total | 15 | 0O 0 | 15 15 - -




SEMESTERVIII

SL.|COURSE caTE | WeEK | ToTaL PRERE lpog
SL.|COURS COURSE TITLE S T TS e T HOURS (EQUISIT POS|
Practical Subjects
1. |AD22811| Project Work EEC 0| 0 |20 10 20 Nil F
Totall 0 | 0 | 20| 10 20 ; ]




PROFESSIONAL ELECTIVE (PE) COURSES : VERTICALS

VERTICAL 1: SPECIAL ELECTIVES GROUP*

PERVIVOE%iPER TOTAL PRERE POSI

SL.|COURSE  cOURSE TITLE CATE uISIT

NO.| CODE GORY# L | T | P | C | HOURS S TION
Financial Statement

1. | SE22001Analysis (Commonto All| SE 3 0| 0] 3 3 Nil M
branches)
Introduction to Securities

2. | SE22002Market (Common to All SE 3 0 0 3 3 Nil M
branches)

3. | sE2200g0PtoN Trading Strategies g 5 | | o | 3 3 Nl | M
(Common to All branches
Corporate Finance .

4, SE22004(Common to All branches SE 3] 0] 0|3 3 Nil M
Managerial Economics .

5. SE22005(Common o]l fanched SE 3] 0] 0|3 3 Nil M
Project Management .

6. SEZZOOG(COrnrnon t0 All branches SE 3] 0] 0|3 3 Nil M

7. | sE2opoMathematics for AL& ML~ g 1 571 o | o | 3 3 Nil | M

(Common to All branches

*Refer General Curriculum and Syllabus




VERTICAL

2: INTELLIGENT SYSTEMS

PERVIVOE%iPER TOTAL PRERE POSI

SL.ICOURSE  coyrseTiTLE | CATE uISIT

NO.| CODE GORY# L | T | P | c | HOURS S TION

1. |AD22021/uman Computer Pc 3|00 3 3 Nil | M
Interaction

2. |AD22022Business Intelligence PC 310 0] 3 3 Nil

3. |AD22023FuzzyLogic Techniques PC 3 0| 0] 3 3 Nil M

4. |AD22024Web Mining PC 3] 0] 0|3 3 Nil M

5 AI:)22025Kernel _method for Pattert PC 3 ol ol 3 3 Ni M
Analysis

6. AD22026'§gent Based Intelligent | p' 1 5| o | o | 3 3 Nil | M

ystem

7. |AD22027)Evolutionary Computing PG 310 0] 3 3 Nil M

8. |AD22028Generative Al PC 3 0 0 3 3 Nil M

9. |AD22020(Capstone Project PL 0 0| 4| 2 4 Nil M




VERTICAL 3: FINTECH AND HEALTHCARE

PER\/I\/OE%?(PER TOTAL PRERE POSI
SL. |COURSE  courseTiTLE | CATE uISIT
NO. | CODE GORY# L | T | P | c | HOURS S TION
1. |AD22031Finance Engineering PC 3 0| 0] 3 3 Nil M
2. |AD22032Fintech Payment System| PC 3 0| 0] 3 3 Nil M
3. |AD22033>mart Contracts and PC 3|0/|o0]3 3 Nl | M
Solidity
4. | AD22034Inical Information PC 3| 0] 0] 3 3 Nil | M
Systems
5. |AD22035Al and ML for Healthcare}  PC 3 0 0 3 3 Nil M
6. AD22036Data Science in Intelligen PC 3 ol ol 3 3 Ni M
Healthcare
7. |AD22og7oMat and Interactive | po o5 g | g | 3 3 Nil | M
Healthcare Technologies
8. |AD2203g0mputer Vision in PC 3|0 0]3 3 Nl | M
Healthcare Applications
9. |AD22030(Capstone Project PC 0 0| 4] 2 4 Nil M




VERTICAL 4: CLOUD COMPUTING AND IOT

PERV'VOE%iPER ToTAL PRERE 54g

SL.|COURSE,  cOURSE TITLE CATE UISIT

NO.| CODE GORY# L | T | P |C HOURSS TION

1. |CS22051Virtualization Techniques PC 3 0| 0] 3 3 Nil M

2. | cs22057P€vOPsand PC 3|00/ 3 3 NIl | M
Containerization

3. | cs22053Cloud Services PC | 3/ 0] 0] 3 3 Nil M
Management
Cloud Application

4. | CS22054Development and PC 3 0| 0] 3 3 Nil M
Management

5. | CS22055Edge and Fog Computing  PC 3 0| 0] 3 3 Nil M

6. | cs22056>0fware Defined pc (3|0l o] 3 3 Nil M
Networks

7. | csazosyoecuUrity and Privacyin | o |5 | g | o | 3 3 NIl | M
Cloud

8. | CS22058I0T Automation PC 3 0 0 3 3 Nil M

9. | CS22050Capstone Project PG 0 0| 4] 2 4 Nil M




VERTICAL 5: MULTIMEDIA SYSTEMS

SL.|COURSE CATE | WEEK ~ | TOTAL [PRERE g

NGO CODE COURSETITLE GORY*| L = P C | HOURS (EQUISIT TION
Principles of Multimedia

1. | CS22061Systems PC 3] 0] 0|3 3 Nil M
(Common to CS and AD)
Multimedia Data

2. | CS22062Compression and Storagl PC 3 0| 0] 3 3 Nil M
(Common to CS and AD)
Multimedia Network

3. | CS22063Technology PC 3 0| 0] 3 3 Nil M
(Common to CS and AD)
Multimedia Databases -

4. C822064(Common t0 CS and AD) PC 3|1 0| 0] 3 3 Nil M
Digital Image Processing

5. | CS22065Techniques PC 3] 0] 0] 3 3 Nil M
(Common to CS and AD)
Introduction to3D Printing

6. |cs2oosend DesignTheoryand | po 1y | g | 2 | 3 3 Nil | M
Practices
(Common to CS and AD)
Pattern Recognition .

7. C822067(COrnmon t0 CS and AD) PC 31 0] 0] 3 3 Nil M
Augmented and Virtual
Reality Programming

8. | CS22068Theory and Practices PC 2 (0| 2|3 3 Nil M
(Common to CS, AD and
IT)

9. |cs22060-2PStone Project PC 0|0 |4|2]| 4 Nil | M

(Common to CS and AD)




VERTICAL 6: FULL STACK DEVELOPMENT

sL PERIODS PER TOTAL PRERE POS]
+ |COURSE  courseETITLE | CATE WEEK QUISIT
NO. | CODE GORY# L | T | P | Cc | HOURS = TION

Agile Methodologies -

1. C822071(Common t0 CS and AD) PC 3] 0] 0|3 3 Nil M
Web Application

2. | cs2207228velopment and Pc 3|0 0]|3 3 Nl | M
Deployment
(Common to CS and AD)
C# and .NET Framework .

2

3. CSZZO?“(Common t0 CS and AD) PC 3] 0] 0|3 3 Nil M
Frontend and Middlewarg

4. | CS22074Technologies PC 3 0| 0] 3 3 Nil M
(Common to CS and AD)
Software Testing and

5. | CS22075Quality Assurance PE 3 0| 0] 3 3 Nil M
(Common to CS and AD)
Server Side Programming .

6. CSZZO?G(Common t0 CS and AD) PC 3] 0] 0|3 3 Nil M
Advanced User Interface

7. | CS22077Technologies RE 3 0| 0] 3 3 Nil M
(Common to CS and AD)
Web 3.0 and Metaverse .

8. C822078(Common to CS and AD) PC 3] 0] 0|3 3 Nil M
Capstone Project .

9. C82207C(Common to CS and AD) PC 0| 0] 4|2 4 Nil M




VERTICAL 7: DIVERSIFIED GROUP -I

PERVIVOEDESKPER TOTAL PRERE POSI

SL.ICOURSE  coyrseTiTLE | CATE uISIT

NO.| CODE GORY# L | T | P | c | HOURS S TION
Unix Internals ,

1. C822081(C0mmon t0 CS and AD) PC 3] 0] 0|3 3 Nil M
Distributed Computing .

2. CSZZOSZ(Common to CS and AD) PC 3] 0] 0|3 3 Nil M
Quantum Computing .

2

3. CSZZOS“(Common t0 CS and AD) PC 3] 0] 0|3 3 Nil M
High Performance

4. | CS22084Computing PC 3 0| 0| 3 3 Nil M
(Common to CS and AD)
Graph Theory :

=

5. C82208“(Common t0 CS and AD) PC 3|1 0| 0] 3 3 Nil M
Resource Management

6. | CS2208GTechniques PC 3 0| 0] 3 3 Nil M
(Common to CS and AD)
Risk Analytics -

7. C822087(Common t0 CS and AD) PC 3|1 0| 0] 3 3 Nil M
Mobile Application

8. | CS22088Development PC 3 0| 0] 3 3 Nil M
(Common to CS and AD)




OPEN ELECTIVE

PERVIVOE%iPER TOTAL PRERE POSI

SL.|COURSE  cOyURSE TITLE CATE uISIT

NO.| CODE GORY# L | T | P HOURS S TION

1. |OE22501Basic Operating Systemg OE 3 0|0 3 Nil M
Basics on Cyber Security, .

2. OE22502and Ethical Hacking OE 31010 3 Nil M

3 C)EZZE()EIntroductlon to Internet of] OE 3 o | o 3 Ni M
Things

4. O|522504Multlm.ed|a and Animatiot OE 3 0 0 3 Ni M
Techniques

5. |OE22505Python Programming OE 3 0|0 3 Nil M

6. |OE22506Analytical Foundations OE 3 0|0 3 Nil M

7 OE22507Art'f.'C'al Intelligence OE 3 ol o 3 Ni M
Basics

8. |oE2osogPdtabase Systemsand | o 5 | g | g 3 Nil | M
Applications

9. |OE22509Internet Programming OE 0 0 0 3 Nil M

10. OE2251CIn.trOdUCt'On to C;Ioud and OE 3 ol o 3 Ni M
Big Data Analytics

11, OI522\,__)11Introduct|on to Data OE 3 0ol o 3 Ni M
Structures

12. OE22512MaChme Learning Tools OE 3 0 0 3 Ni M

and Techniques




VALUE ADDED COURSES

NO.| CODE GORY# L [ T | P | c | HOURS

1. |VD22001/GO Programming VD 2 2 0 0 2

2. |VD22002SCALA Programming VD 2 2 0 0 2

3. |VvD22003Power Bl VD 2 2 0 0 2

4. |vD22004S€Nerative Al For VO | 2|20 o0 2
Software Development




VALUE ADDED COURSES*

PERIODS PER

NO.| CODE GORY* L [ T | P C | HOURS
Basics of Entrepreneursh

1. |VC22001Development (Commont VC 2 2 00 2
all branches)
Advances in

2. |vc22002ENtrepreneurship ve | 22|00 2
Development (Common t
all branches)

3 VCZZOOSCommumcatlveGerman Ve 5 5 0 0 5
(Common to all branches

4. VC22004Commun|cat|veH|nd| Ve 5 5 0 0 5
(Common to all branches

5. VCZZOOSCommunlcatlveJapaneS( Ve > > 0 0 >
(Common to all branches
Design Thinking and

6. |VC22006Prototyping laboratory VC 212|010 2
(Common to all branches

*Refer General Curriculum and Syllabus




MANDATORY COURSES*

PERIODS PER

NO.| CODE GORY#[ L T P C | HOURS
1 MC22001md'an Constitution MC 3 3 0 0 3

(Common to all branches

Essence of Indian
2. |[MC22002Traditional Knowledge MC 3 3 0|0 3
(Common to all branches

Gender Sensitization

3. IVK:ZZOOS(Common to all branches

MC 3 3 00 3

*Refer General Curriculum and Syllabus



GENERAL ELECTIVES *

PERIODS PER

NO.| CODE GORY# L [ T | P | ¢ | HOURS
Introduction to NCC for

1. |GN22001Engineers GN 2 0 2 0 4
(Common to all branches

5 GN22002Yoga and physical culturg GN 0 0 ’ 0 5
(Common to all branches

3 GNZZOOSIntroductlon to Fine arts GN 5 0 0 0 5
(Common to all branches

*Refer General Curriculum and Syllabus




SUMMARY

S No Category Credits in Semester Tota}l
I (| 1v [V |VI|VI | VIl |Credits
Humanities and Social
1 | Sciences including 4 |5 9
Management Studies(HS)
2 | Basic Science Courses (BS) | 11 |10| 4 | 11 36

Engineering Science courses
including workshop, drawing,

3 | basics of 8.5 8.5
electrical/mechanical/comput
etc (ES)

4 | Professional Core courses (P 9 (19]135/16|16] 3 76.5
Professional Elective courses

5 | relevant to chosen 33|12 18

specialization/branch (PE)

Open subjectsElectives from
6 | other technical and /or 313 6
emerging subjects (OE)

Project work, seminar and
7 | internship in industry or 2|2 10 14
elsewhere (EELC

Mandatory Courses
[Environmental Sciences,
Induction training, Indian
Constitution, Essence of
Indian Knowledge Tradition]
(MC)

Total | 23.5]1 24|23 |245/24/24| 15| 10 168




j VAzjupveé®njvpkl ¢c¥®
TAMIL LANGUAGE AND HERITAGE OF L T P C

HS22151 TAMILS

(Common toall Branches

fudtfv»{guz _3 A
f fjvAzjupvki{pfuAm¥“ Amvérfv|e ita2_ AqukinugquAqgl kA
élm_ | o i AmvéwrAd2z uAquk A
T Uefvk{favkdfeofvUk2 tfvAjvpk_oli»® ol %gAd% fjvpk _oli
u

{jnu,|]j é|l m_|o i Amvé®%Ad2z uAquk _A
OBJECTIVES:
1 They will learn about the origin of the Tamil language and the ways of life thifouggtypes of
lands

1 They will also learn about the contribution cdiffils in the Indian National Freedom Moveme
and the management methods of Tamils.

SnO 1 fjvo2O0O%zfupvAa-i2Aql20%WAo zfudkeg 3
zjupyAd®viul %i QkwweofvkuqWlho zjupvBU%i 3 Aifvluqzjdupv iA
fjvA\i za%zjupv fjvpviAAka¥%zjupwWn2 vk¥%- W{q. aujvguf %l

Tdé _gugnk CT_v{kuo»@ 3 ol %UidzfupvA-i2_ AqlkliAjvAjupvkl
62 vktaqiyp

UNIT | LANGUAGE AND HERITAGE

Language families in India i Dravidan Language$ Tamil as a Classical lgonagei Classical
Literature in Tamili Contribution of U. Ve. Saminathaiyar. Arumuka Navaldmportance of Tamil
language in technical education.

SnO 2 fv|e _itaz_A 9
fvje itaz_A-J°aq|]_ gvn® _ Agin3O_A doA_ A zfupv,iquAz2| _
¢l m_A ,Ula,gdh% Weg é| m ,fjvpk _olfwmql 3 A Ad%qln3 _vhs3 _ A
zfuA _u%il k®d% a® _Un2 _vk3 _olWi°a S_%jAd%cl ¥ itaifjvh
i Amvimy _itai_AqljAd% Yérlfmvegas _un%iad3 __untfvi», | dk
g_ |3 AjAd% almé_3 A i a3 _ _untfvAZAdjfv]jAdY¥ Um2 Oj f vi
{aupk_oizgolgu-2gAmy

UNIT I '] THINAI CONCEPTS

Five types of lands, animals, Gods, occupation, life styles, music, dance , food style, Floara ar
of Tamils- Agam am puram concept from Tholkappiyam and Sangam Literdtdéeam concept ol
TamilT Education and Literacy during Sangam Ag&ncient cities and Ports of Sangam AgExport
and Import during Sangam AgeOverseas Conquest of Choloas.



SnO 3 fjvpO»lg 3
Uefvk{favkOfofvIiUk2 % jAdY% U°fvk nu  aul tfvAfOj vpk _ ol
i3 _ ol vugOwl jel kul fooufTavguf,®%i 11 jelakwqg,g NIl i u, Uk-dzi u¥j »
qu.X avf ®%ilih Algf Nl sav»hj|n jia iu,Uk a{ _uflk_&nv{faqgk
fvivaekOj 1 », qNl j3| {go gu avkukfjvpkinz vk3 ol Ajnu,|j
_itaz A(vé .50éfA _vil200qg] !l )i S_gueaed, ¢mguaed, fvi2OmA
T _vkgAmv@Ajnu, | j2 _ita_ A

UNIT -3 HERITAGE OF TAMILS

Contribution of Tamils to Indian N ational Freedom Movement and Indian Culture: Contributions
of Subramanya Bharathi, Vanchinathan, Subramaniya Siva, Veerapandiya Kattabommar
Chidambaram Pillai, Dheeran Chinnamalai, The Maruthu Pandiyar, Puli Thevar, Tiruppur Ku
Veera Mangai Velunachiyar.

TOTAL : 15PERIODS

iudzgmvUg A

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be abld Level
co1 jueqgk AfjvAjupviifuAm®%AmvEf Qcaz uAquk _.A 1
Students will learn about the origin of the Tamildaage
co2 fivpk _olguAqgl kA | m_| ot zfQ°az_ uAquk _A 2
They will know the wag of life of Tamils
fjvpk_ofi» O0f°ofvl {iulu-d gN k_| o i Amveéy}
co3 {jnu,|j_]loiAmvéewrfQoaz_ uAquk _A 2
They will know about the freedom fighters Bémils and the management
Tamils
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
iudaA_ A:
REFERCENCES:
1. ziu».étaljul » (200R)yvAR®, u°fo_ 68S,eu au|nza»|h
600 002

2. ilUbhiqua[ k3 _uk(@fjvp2 _é®vmhu¥%gygngk _u { _uql?°f %1988),
if j vpkgl nud EfA i OfvofvizgA{gnef»hiofvkaqgq avifu®°
AAi fvvicp_ %154, TTKau| n,za»| h 18.

3.du2dk{_.{_.i1TAlo (2009 vp @l nud j2_06% i,iuU¥wW,Wn_
fjvpul u¥gwadqgh%f |l jel,za»| h 600113

4. ¢l hgk . a. Ulu{b°ofvl $2004YjvpvAauAnu?z o4f Jauuk fjvAa
i A_|n2_p_%zqol kbU



COURSE ARTICULATION MATRIX

POs PSOs
COs
4 5 6 7 8 9 10 11 12 1 2
1 - 3 3 2 - 3 3 - 2 - -
2 2 3 3 - 1 3 3 - - - -
3 2 3 3 2 - 3 3 - 2 - -

3-High, 2-Medium, 1-L o w-0T na correlation




HS22152 COMMUNICATIVE ENGLISH L T p C

(Common toall Branches) 2 1 0 3

OBJECTIVES
1 Enable learners to interact fluently on everyday social contexts.

1 Train learners to engage in conversations in an academic/scholarly setting.
1 Instil confidence in learners to overcome public speaking barriers.
9 Develop |l earnerso ability to takeskilsot es
T Enhance |l earner so reading ski Il t hramdi g
contemplation.
T Il mprove |l earnerso6 skills to write on to
general purposes.
UNIT | 9
Listening - short video clips conver sati onal s ¢ e n e speethesntarviem

Speaking- several ways of introducing oneself at several situations, introducing otheeveatl
situations, inviting people for several occasions, describing people and their Raeee#g- short
comprehension passagesnaking inferences, critical analysi/riting - completing the incomplet
sentences developing hints from the givemmformation. Grammar Wh-Questions and Yes or N
questions- Parts of speechVocabulary development prefixes - suffixes - articles - countable /
uncountable nouns.

UNIT 1l 9

Listening- customer care voice files, short narrativedentifying problems and developirtglephone
etiquettes. Speaking speaking over skypethatsapp, making business caltsaking selrecorded
informative videos, inquiring about a concept/activity, describiegrecept/activity. Readingreading
the headlines on news magazinesdogans and taglindsom advertisements. Writing free writing -
writing - headlines slogans and taglinemdividual inspirations. Grammarconjunctions, idioms
phrases, quotes. Vocabulary developmeaiessing the meanings of words in different contexts.

UNIT 1 9

Listening - courtroom scenes from movies, debates and talks from news channelstakatgs
Speaking- language and tone for arguments, discussion, deliberation, contempkaessing
opinions, reacting to different situations in an alien country. Readlagguage used in instructic
manuals of household appliances, cookery and other basic instrudVoiieg- understanding thi
structure of texts use of reference words, discourse markeherence, rearranging the jumbl
sentences. Grammar adjectives- degrees of comparisoritaming direct and indirect questior
Vocabulary developmentconcise approach, singheord substitution.



UNIT IV 9
Listening-Sports commentari es, adyv é&pebking fermacial cassesyfc
promoting a concept, negotiating and bargainRegading- review of a product, movie, movement o
system;Writing - writing for advertisements, selling a product; Gramrarenses- Simple Past
Present and Future, Continuoud?ast, Present and Future; Vocabulary Developmeytnonyms,
antonyms and phrasal verbs.

UNIT V 9
Listening - video lectures, video demonstration of a concept; Spedkimgsentingpapers/concepts
delivering short speeches, discourses on health, suggesting naturatrdmetkes, cleanliness, civ
sense and responsibilities; Readimgplumns and articles dmome science; Writing correspondence
of requests, basic enquiry/observation and besmplaints; Grammar modal verbs, perfect tenses
Vocabulary developmentcollocations.

TOTAL : 45 PERIODS

OUTCOMES:

CO statements RBT

cO Upon successful completion of the course, the students should be abld Level

CO1 | Acquire adequate vocabulary for effective communication 3

Listen to formal and informal communication and read articles and

CO2 . 3 . 3
meanings from specific contexts from magazines and newspapers.

Participate effectively in informal/casual conversations; introd

co3 themselves and their friends and express opinions in English. 4

CO4 | Comprehend conversations and short talks delivered in English. 6

CO5 | Write short writeups and personal letters and emails in English 6

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

REFERCENCES:

1. Department of English, Anna University. "Mindscapes: English for Technologists
Engineers", Orient Blackswan, Chennai, 2012
2. Downes, Colm, "Cambridge English for dbbnting”, Cambridge University Press, New Del

2008

3. Murphy, Raymond, "Intermediate English Grammar with Answers"”, Cambridge Univ
Press, 2000

4. Thomson, A.J., "Practical English Grammar 1 & 2", Oxford, 1986.



Web Link:

1. http://www.usingenglish.com

2. http://lwww.uefap.com3

3. https://owl.english.purdue.edu/owl/
4

. www.learnenglishfeelgood.com/gstintablesworksheets.html

Software

1. Face2Face Advane€ambridge University Press, 2014

2. English Advance VocabularyCambridge University Press
3. IELTS test preparationCambridge University Press 2017
4. Official Guide to the TOEFL Test With GROM, 4" Edition

5. CAMBRIDGE Preparation for the TOEFL TESTambridge University Press, 2017

COURSE ARTICULATION MATRIX

POs PSOs
COs
1 2 3 4 5 3] 7 8 9 10 11 12 1 2
4 - - - - - - - - - 3 - - - -

3-High, 2-Medium, 1-L o w-pi no correlation




MA22151 APPLIED MATHEMATICS 1 | L T P C

(Common to alBranchesexcept MR) 3 1 0 4

OBJECTIVES

1 Compute eigen values and eigen vectors and use in diagonalization and in classifying rei
quadratic forms.

1 Study differential calculus and its applications to relevant Engineering problems.

1 Compute derivatives using the chain rule or total differentials.

{1 Understand the rotation of two dimensional geometry using definite integrals.

1 Acquaint with the Mathematical tools needed in evaluating multiple integrals and their usi
UNIT | MATRICES 12

Eigen values and Eigen vectors of a real matiGharacteristic equation Properties of Eigen value
and Eigen vector$ Statement and Applications of Caylelamilton Theoremi Diagonalization of
matrice$ Reduction of a quadratic form into canonical form by orthogonal transforrddtiture of
quadratic forms.

UNIT 1l APPLICATION OF DIFFERENTIAL CALCULUS 12

Curvature and radius of Curvatur€entre curvaturé Circle of curvaturei Evolute§ Envelopes
Evolute as Envelope of Normals.

UNIT 11l DIFFERENTIAL CALCULUS FOR SEVERAL VARIABLES 12

Limits and Continuity- Partial derivativeg Total derivatives Differentiation of implicit functiong
Jacobians and propertieS ay | or 6 s seri es f or i Maxima and Minima of
functions of two variablesL agr ange6s met hod of undeter min

UNIT IV APPLICATION OF DEFINTE INTEGRALS 12

Integration by PartB er noul | i 6 s f o r Definlteante§ralsrandiite RPrepertieSolids of
Revolution Disk Method Washer MethodRotation about both x and y axis and Shell method.

UNIT V MULTIPLE INTEGRALS 12

Double integrals in Cartesian and polar coordinat€hange of order of integratidnArea enclosed
by plane curves Change of variables in double integral$riple integralsi Volume of solids.

TOTAL : 60PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld Level
CO1 Solve the Eigen value problems in matrices. 2
Apply the basic notion of calculus in Engineering problems and to t
CO2 : . 2
for different geometries
Perform calculus for more than one variable and its application
CO3 . : 2
Engineering problems.
CO4 Apply definite integrals for design of three dimensional components 2
CO5 Evaluate multiple integral in Cartesian and polar coordinates. 3
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS
1. Erwin Kreyszing, Her bert Kreyszing,
Ma t h e maGhiEditisny John Wiley, (2015).
2. Grewal . B.S, Grewal .J. S A HI gEdigon, KHamng
Publications, Delhi, (2015).
REFERCENCES
1. Bal i N P and Mani s h Goyal, AA T® xetlitionb bagnki
PublicationsPvt. Ltd., 2014.
2. Gl yn James, AAdvanced Mo d e r d" Ediiong iPeaesen

Education,(2016).
3. Ramana B. V, AHIi gher Engineering Mathem
New Delhi, (2013).

Web Link:
1. https://home.iitk.ac.in/~peeyush/102A/Lecturates. pdf

2. https://www.sydney.edu.au/content/dam/students/documents/matheleatiaag
entre/integratiordefinite-integral. pdf



COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 10| 11 12 1 2
1 - - - - - - - - 3 2 -
2 - - - - - - - - 3 - -
3 - - - - - - - - 3 - 1
4 - - > - . - - - 3 - -
5 > { . - - - - - 3 - 1

3-High, 2-Medium, 1-L o w-Hi na correlation




PH22151 APPLIED PHYSICS L T Pl C

(Common taAD, CS, EE, EC, I} 3| o 0 3

OBJECTIVES

1 To enhance the fundamental knowledge in Physics and its applications relevant to v
Streams of Engineering and Technology

UNIT | LASERS AND FIBER OPTICS 9
Lasers: population of ener gy | e viedsanant chvitynaptica
amplification (qualitative) Nd-YAG laseri CO; Laseri Exceimer Laseri Applications. Fiber optics
principle, numerical aperture and acceptance antlpes of optical fibres (material, refractive inde
and mode)i losses associated with optical fibgfger optic communication fibre optic sensors
pressure and displacemeriEndoscope.

UNIT I QUANTUM PHYSICS 9

Black body radiatioi P| anckdés t hedegdgu¢dieonvafi Whnenodsi
Compton effect: theory and experimental verificatiowave particle dualityi electron diffractioni
concept of wave function and its physical significaricessc hr ©di nger 0 si tima\
independent and time dependent wave equaiigoerticle in a onalimensional three dimensional
potential bokxFermi distribution functiori Effect of temperature on Fermi FunctidnDensity of
energy states carrier concentration in metals

UNIT 11l CRYSTAL PHYSICS 9

Single crystalline, polycrystalline and amorphous matetiasgle crystals: unit cell, crystal systen
Bravais lattices, directions and planes in a crystal, Miller indicegerplanar distancesoordination
number and packing factor for SC, BCC, FCC, HCP and Diamond structure (qualitatimestal
imperfections: point defects, line defettBurger vectors, stacking faults

UNIT IV WAVES AND OSCILLATIONS 9

Travelling waves, Wave equation for string ,Energy and momentum , Resonance Superpo:
Reflection, Standing waves, Harmonic oscillations, Damped harmonic mdtmeed oscillations
amplitude resonance Expression for Resonant frequency, Electrical analogy of meche
oscillations, Quality factor and sharpness of resonance, Electrical analogy of mechanical oscilla

UNIT V ELECTROMAGNETIC WAVES 9

Maxwel | 6s Equati ons. Vector and Scal ar Po
Theorem and Poynting VecterElectromagnetic (EM) Energy Density. Physical Concept
Electromagnetic Field Energy Density, EM Wave Propagation in Unbounded Media, Plane EM



through vacuum and isotropic dielectric medium, transverse nature of plane EM waves, refracti
and dielectric constant.

TOTAL : 45PERIODS

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be abld Level
co1 Develop an understanding about photonics and Fiber Optic communi 5
system
CO2 | Acquire the knowledge of Quantum mechanics 3
CO3 | Classify and demonstrate the fundamentals of crystals and their defects 3
CO4 | Gain knowledge in waves and oscillations 2
CO5 | Enable to explore the theory of electromagnetic waves and its propagat 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

TEXT BOOKS:
1. Gaur R.K., Gupta S.L, "Engineering Physics", Dhanput Publications, 2015.
2. Shatendra Sharma, Jyotsna Sharma, "Engineering Physics", Pearson, 2006.
3. Rajendran V, "Engineering Physics", Tata McGraw Hill, 2009.
4. Arumugam M, "Materials Science", Anuradha Publications, 2015.
REFERCENCES:
1. David Halliday, Robert Resnick, Jearl Walker, "Principles Rifysics", 10th Edition
Wiley,2015.
2. Peter Atkins, Julio De Paula, "Physical Chemistry",10thti&udi, Oxford University
Pres2014.
3. Arthur Beiser, Shobhit Mahajan, Rai Choudhury S,"Concepts of Modern Physidstition,
McGraw Hill Education, 2017.
4. Raghavan V, "Materials Science and Engineering", PHI Learning Pvt. Ltd., 2010



COURSE ARTICULATION MATRIX

POs PSOs
COs
4 5 6 7 8 9 10| 11 12 2
1 - 2 2 - - - 1 - - 1
2 2 2 2 - - - 1 - 2 -
3 - - - - - - 1 - - 1
4 - - - - = - 1 - - -
5 2 2 - - 1 ' 1 - 2 -

3-High, 2-Medium, 1-L o w-Hi na correlation




CY22151 APPLIED CHEMISTRY L T P | C
(Common teAD, CS, EE, EC, IT 3 0 0 3
OBJECTIVES
1 To make tle students conversant with basicelgfictrochemistry and batteries.
1 To develop an understanding of the laws of photochemistryjtahdsics.
1 To acquaint the students with the basics of nanomaterials, their properties and uses.
1 To acquire the basic knowledge on sensors which are essential for the software engineel

develop new devices.
1 To enable the students to understand the types of instruments for material analysis ar
working principle.

UNIT | ELECTROCHEMISTRY 9
Electrodes and electrochemical céllslectrode potential, standard electrode potential, single elec
potential and its determination, types of electradealomel, quinhydrone and glass electrode. Ne
equation- Determination of pH of a solution by using quinhydrone and glass elecEted¢rochemical
series and its applications. Batterie®rimary (dry cell) and secondary batteries (Léaatid storage
battery and Lithium ion battery) and next generation batteries

UNIT I PHOTOCHEMISTRY 9

Laws of photochemistryi GrotthussDraper law, StafkEinstein law and Lambert Beer Law
determination iron by spectrophotometer. Quantum efficiénefioto processésinternalconversion,
inter-system crossing, fluorescence, phosphorescence and -g@Emsibizatiorquenching of
fluorescence and its kinetics, Starnlmer relationship. Applications ghotochemistry.

UNIT I NANOCHEMISTRY 9

Basics and scale of nanotechnology, different classes of nanomaterials, Distinction between m
nanoparticles and bulk materials; stdependent properties. Synthesis of nanomaterials, fabric
(lithography) and its applicatiorisBasics of nanophotonics and quantum confined materials (st
plasmon resonance).

UNIT IV CHEMICAL SENSOR 9

Sensors, sensor science and technology, types of sensors. Chemical Bettsanacteristics an
elements. Electrochemical sensdrsvoltammetry, potentiometric sensors, amperometric sen
polarization techniques.

UNIT V INSTRUMENTATION TECHNIQUES 9
Treatment of analytical data, including error analysis. Classification of analytical methods and tt



of instrumental method Electromagnetic radiatieblV-visible and IR spectroscopy: principle
instrumentation (Block diagram only) and applications. Separation techniques chromatograp
chromatography, liquid chromatographimportance of column technology (packing, capillarie
separation based on increasing number of factor (volatility, solubility, interactions with stat

phase, size)
TOTAL : 45PERIODS
OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablg Level
Describe the electrolytic and electrochemical cell, various fundam
CO1 . : 2
aspects of electrochemistry and batteries
CO2 | Interpret the photochemical reactions and their applications 2
co3 Differentiate the nano and bulk materials, their synthesis and its applic 3
in various fields.
Acquire the basic knowledge on chemical sensors to develo
CO4 | interdisciplinary approach among the students which are essential f 1
software engineers
CO5 Develop theoretical principles of U\sible and IR spectroscopy a 3
separation techniques
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS:
1. Jain P.C. and Monica Jai n, AEngineerin

Ltd., New Delhi, 2010.
Dara S.S, Umare S.S, AEngineering Chemi

3. B. K. Shar ma, Al nstrument al Met hods of C
House, 2012.

4. Skoog, D.A. Holler F.J. Nieman, T.A. Principles of Instrumental Analysis, Cengage Le:
India.

REFERCENCES:

1. Ozin G. A. and Arsenault A. c. ., ANanoc
RSC Publishing, 2005.

2. B. R. Pur i, L. R. Shar ma, M. S. Pat hani a. ,
Company, 2008.

3. John Vetelino, AravindReghu, Introduction to Sensors , Taylor & Francis Group, CRC

1st edition, 2010.



4. Peter Grundler, Chemical Sensors, An Introduction for Scientists and Engineers, Sy
Verlag Berlin Heidelberg 2007.

COURSE ARTICULATION MATRIX

POs PSOs
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 3 3 2 - - - - - - - 3 1 1
2 3 3 - - - 3 3 - - - - 3 - -
3 3 3 3 - - 3 3 1 - - - 3 - 1
4 3 3 3 - 1 3 3 - - - - 3 - 1
5 3 3 - 2 - 3 3 - - - - 3 1 -

3-High, 2-Medium, 1-L o w-9i no correlation



BASIC ELECTRICAL AND ELECTRONICS LlTlPrlC
EE22151 ENGINEERING
(Common taall Branches except CH, EE, EC 3] o0 0 3

OBJECTIVES

To understand the basic theorems used in Electrical circuits.

To educate on the different concepts and functions of electrical machines.
To introduce electron devices and its applications.

To explain the principles of digital electronics.

To impart knowledge on the principles of measuring instruments

E N E

UNIT | ELECTRICALCIRCUITS 9
Oh mé s 1T Kiawc h h o f- Stéady State ®aution of DC Circuits using Mesh and Nodal Ana
-Introduction to AC Circuits Waveforms and RMS ValuePower and Power facteiSingle Phase an
Three Phase AC Balanced Circuits.

UNIT I ELECTRICAL MACHINES 9

Construction, Principle of Operation, Basic Equations and Applications of DC Generators, DC V
Single phase induction Motor, Single Phase Transformer.

UNIT 11l SEMICONDUCTOR DEVICES AND APPLICATIONS 9

Characteristics of PN Junction DiodeZener Effect- Zener Diode- LED, Photo diode and it
Characteristic#Half Wave and Full Wave Rectifieigoltage Regulation. Bipolar Junction Transist
Common Emitter Configuration, Characteristics and CE as an Ampli#lkoto transistors

UNIT IV DIGITAL ELECTRONICS 9

Number System Conversion Metho&mplification of Boolean Expression usingMap i Half and
Full Addersi Flip-Flopsi Shift Registers SISO, SIPO, PISO, PIPO andb#t Synchronous an
Asynchronous UP Counters.

UNIT V MEASURING INSTRUMENTS 9

Types of Signals: Analog and Digital Signat@onstruction and working Principle of Moving Coil a
Moving Iron Instruments (Ammeters and Voltmeters), Dynamometer type Watt meters and
meters. Instrumentation Amplifief, R-2R ladder Type D/A ConverterFlash Type and Successi
Approximation Type A/D Converter.

TOTAL : 45PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld Level

CO1 | Compute the electric circuit parameters for simple problems 2

CO2 Understand the construction and characteristics of different eled 1
machines.

cO3 Describe the fundamental behavior of different semiconductor devicel 5
circuits.

CO4 | Design basic digital circuits using Logic Gates and-Fligps. 3

CO5 | Analyze the operating principle and working of measuring instruments. 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS:
1. Kot hari DP and | .J Nagrat h, ABasic EI e

McGraw Hill Education, 2020.
2. SedhaR.S., "A Text Book of Applied Electronics”, S.Chand&Co., 2014.

REFERCENCES:

1. Muthusubramanian R, Salivahanan S and Muraleedharan K A, "Basic Electrical, Elec
Engineering”, Tata McGraw Hill, 2013.
MehtaVK,"Principles of Electronics", S. Chand &CompanyLtd, 2010.

M. Morris Mano, "Digital Logic & Computer Engineering”, Prentice Hall of India, 2004.

Mahmood Nahvi and Joseph A.Edminister,"Electric Circuits”, Schaum' Outline S
McGraw Hill, Fourth Edition, 2007.



COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 110| 11 12 2
1 3 - - 2 - - - - 2 - -
2 3 - - 2 - - - - 2 - -
3 3 - - 2 - - - - 2 - -
4 3 - - 2 - - - - 2 - -
5 3 N - 2 £ - S - 2 - -

3-High, 2-Medium, 1-L o w-Hi na correlation




IT22101 PROGRAMMING FOR PROBLEM SOLVING L1 T|P]|C
(Common tdT, AD, CS, EE, EG

OBJECTIVES

Learn the organization of a digital computer.

Learn to think logically and write algorithms or draw flow charts for problems.
Be exposed to the syntax of C.

Be familiar with programming in C.

Learn to use arrays, strings, functions, pointers, structures and unions in C.

E N E

UNIT | INTRODUCTION TO PROBLEM SOLVING 9

Simple model of a ComputérHardwarei Softwarei Data Representation, Introduction to Compt
Networks and Internet, Problem Solving TechniqiieBottom up design and top down desigr
applications, Introduction to Algorithms and Flow Chart

Suggested Activities: Case stutlyjynderstanding the analysis and design of the Student Manag

System (SMS).

UNIT 1l C PROGRAMMING BASICS 9
I ntroduction t bstorCoc tpurroeg r afin@anvergiahdof spnple ggorghm t
program. Constants, Variable®Data Types Ex pr es si ons u s i Mapagoglmgut ant
Output operation$ Decision Making and BranchinigLooping statements solving simple scientific
and statistical problems.

Suggested Activities: Case study: Dataset creation and Grade calculation in SMS

UNIT I ARRAYS AND STRINGS 9

Array: declaration, initialization. Multi dimensional arrays. Strings: Strings vs Character arrays,
operations
Suggested ActivitiesGrade sheet generation in SMS

UNIT IV FUNCTIONS AND STRUCTURES 9

Need for Modular programming, Functions: definition, call, arguments, call by value. Call by refe
Recursion. structures and unions: Need, declaration, Accessing Structure elements, Arrays of ¢
Suggested Activities: Redesigning SMS in terms of modules

UNIT V POINTERS AND FILE HANDLING IN C 9

Pointers : Introduction, pointers to primitive datatypes, pointers to user defined datatypes: ar
structures, array of pointers, Dynamic Memory Allocation. Files: Read/Write of binary and tex
Preprocessor directives

Suggested Activities: Mange 1/0 in SMS using Files

TOTAL : 45PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablg Level

CO1 | Identify input and output from the real word problem scenarios 3

CcO2 Represent the design flow using FlaWwarts and application logic usi 3
pseudo code

co3 Apply appropriate programming constructs to implement a given d 3
using C.

CO4 | Debug and customize an existing software developed in C 5

CO5 Develop a modularized software application In C for the given 6
requirements

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS:

1. Pradip Dey, PrbgranamsngiG@pshir 8t Edi tion, OX
2. R G Dromey, AHow to Solve .it using Comp

REFERCENCES:

1. Kernighan,B. W and Ritchie, D. M, nThe C
Education, 2015.
Yashavant P. Kanetkar. fALet Us Co, BPB
Byron S Gottfried, AProgrammi ng wi t h
McGrawHill, 2010

4. Reema Thareja, AProgramming in Co, 2nd



COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 110| 11 12 1 2
1 - - - - - - 3 - - 2 2 -
2 - - - - - - 3 - - 2 2 1
3 3 2 1 - - - 3 - - 2 3 -
4 3 2 1 - - - 3 - - 2 - 3
5 3 2 1 - . £ 3 S - 2 1 3

3-High, 2-Medium, 1-L o w-Hi na correlation




PH22161 PHYSICS LABORATORY

(COMMON TO ALL BRANCHES EXCEPT BT)

OBJECTIVES

1 To introduce different experiments to test basidaratanding of physics concepzpplied in
optics, thermal physics and properties of matter.

LIST OF EXPERIMENTS

RPOoO~NOOr~WN

. a) Determination of Wavelength, and particle size using Laser.

b) Determination of acceptance angle in an optical fiber.

. Determination of velocity of sound and compressibility of liuiditrasonic Interferometer.
. Determination of wavelength of mercury spectiuapectrometer grating.
. Determination of thermal conductivity of a bad conductore e 6s Di s¢c met hod

Determination of Young6és modul us by Non

. Determination of specific resistance of a given coilof witkar ey Fost er 6 s Br
. Determination of Rigidity modulus of a given wifeorsional Pendulum
. Energy band gap of a Semiconductor

. Determine the Hysteresis loss of a given Specimen

0. Calibration of Voltmeter & Ammeter using potentiometer.

TOTAL : 45 PERIODS

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:
Standalone desktops with C compiler 30 Nos. or Server with C conspipgrorting 30 terminals ¢
more

REFERENCES:
1."Physics Laboratory practical manual® Revised Edition by Faculty members, 2018.



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level
Analyze the physical principle involved in the various instruments;
COo1 . o 4
relate the principle to new application.
Comprehend the Experiments in the areas of optics, mechanics and {
CO2 ; . . . 3
physics to nurture the concepts in all branches of Engineering.
Apply the basic concepts of Physical Science to think innovatively ang
COo3 |. . . . . ) 3
improve the creative skills that are essential for engineering.
co4 Evaluate the process and outcomes of an experiment quantitative 3
gualitatively
Extend the scope of an investigation whether or not results come
CO5 3
expected
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
COURSE ARTICULATION MATRIX
POs PSOs
COs
1 2 3 4 5 6 7 8 9 |10 11 12 2
1 3 3 2 3 2 - - - 3 1 - 2 2 -
2 3 3 - 3 - 2 - - 3 1 - 2 2 -
3 3 3 2 3 2 2 - - 3 1 - 2 1 2
4 3 3 - 3 - - - - 3 1 - 2 - -
5 3 3 - 3 2 - - - 3 1 - 2 - 1

3-High, 2-Medium, 1-Low




EE22111 BASIC ELECTRICAL AND ELECTRONICS L{T]P]C
ENGINEERING LABORATORY
(COMMON TO ALL BRANCHES EXCEPT EC ) 0102711

OBJECTIVES

1 To provide exposure to the students with hands on experience in basic of Electric
Electronics wiring connection and measurements.

i To introduce the students to Electrical Machines and basic laws of Electrical Circuits.

LIST OF EXPERIMENTS

|

. Wiring i Residential house wiring and Stair case wiring.
2. (a) AC Analysis Measurement of electrical quantitiesltage, current, power, and power facto
using RLC.
(b) Study of three phase system.
3. Energy conservation Measurement and comparison of energy for incandescent lamp and |
lamp.
4. (a) ldentification of circuit components (Resistor, Capacitor, Diode and BJT) and sol
practice.
(b) Signal Measuremenileasurement of peak to peak, RMS, average, period, frequency of ¢
using CRO.
5. (a) VI Characteristics of Solar photovoltaic panel.
(b) Design of Solar PV Array and Battery sizing for Residential solar PV system.
. Design a 5V/12V Regulated Power Supply using FWR and IC7805/1C7812.
.DC AnalysisVer i fication of Ohmés Law and Kirch
. Study of Transformer and motor characteristics.

0o ~N O

TOTAL : 30PERIODS

OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level

CO1 | Wiring of basic electrical system and measurement of electrical parame 4
Verify the basic laws of Electric circuits and select various Elect

CO2 . 4
Machines.

CO3 | Construct electronic circuits and design solar photovoltaic system. 4

CO4 | Apply the concept of threghase system. 4

CO5 | Construct a fixed voltage regulated power supply. 4

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 2
1 - - - - 2 - - 2 - -
2 - - - - 2 - - 2 - -
3 - - - - 2 - - 2 - -
4 - - - - 2 - - 2 - -
5 - - - - 2 - - 2 - -

3-High, 2-Medium, 1-Low




IT22111 PROGRAMMING FOR PROBLEM SOLVING L] T|P|C
LABORATORY
(COMMON TO IT, AD, CS, EE, EC) O] 0 3 (15

OBJECTIVES
1 Be exposed to the syntax of C.
1 Be familiar with programming in C.
1 Learn to use arrays, strings, functions, pointers, structures and unions in C.

LIST OF EXPERIMENTS

1. Usage of Basic Linux commands
2. C Programming using Simple statements and expressions.
3. Scientific problem solving using decision making and looping.
4. Simple programming for one dimensional and two dimensional arrays.
5. Solving problems using Strings
6. C Programming using Pointers
7. C Programming using user defined functions (Pass by value and Pass by reference)
8. C Programming using Recursion
9. C Programming using structures and union
10. C Programming using enumerated data types
11. C Programming using macros and storage classes
12. C Programming using Files
13. Develop modularized application for any one of the following scen8gdesarios:
Student Management System
Stock Management System
Banking Application
Ticket Reservation System

TOTAL : 45 PERIODS

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:
Hardware/Software Requirements (For a batch of 30 students)
Computer with Windows/Linux OS and C compH80 No.s



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level
CO1 | Apply appropriate programming constructs to solve problems. 3
CO2 | Design, implement, test and debug programs that use the basic feature 5
C0O3 | Design modularized applications in C to solve real world problems. 6
Use C pointers and dynamically allocated memory to solve con
CO4 4
problems
CO5 | Apply file operations to develop solutions for readrld problems 3
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
COURSE ARTICULATION MATRIX
POs PSOs
COs
1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 1 3 - - - - - - 3 - - 2 2 1
2 1 3 - - - - - - 3 - - 2 - -
3 1 - 3 2 1 - - - 3 - - 2 2 1
4 1 - 3 2 1 - - - 3 - - 2 - 2
5 1 - 3 2 1 - - - 3 - - 2 1 1

3-High, 2-Medium, 1-Low




SCIENCE AND TECHNOLOGY IN ANCIENT L T P C

H522251 TAMIL SOCIETY

(Common taall Branche}

fudtfv»{guz _3 A
1 Smvgl knvfAj vpvipk»i uUi Amef Q°az_ uAquk _A

1 zfupvAa-itfVAVA Ul %i Okt fv»u2_ Y% AmBmv©°az_ uAquk_ A
OBJECTIVES:

1 They will know about theise of Tamil in science.

1 Learn about the impact of Tamil heritage on technology.
SnoO 1 Smvgl kAj vA 6

_igl Wiqu2 _%i Tlu¥% ayj %i uUi _Aglgok avVSmvgl kA jvAauA_ 2
Wiquz %

UNIT | SCIENTIFIC TAMIL

Tool Development Research Development Educational Development Scientific Tamil words
Creation.

SnO 2 zfupvAa -itfuvAvA 24

qUq|j %e jAd% _-UjuhzfupvAa -i¥m?* _untfvA Ujuhvziui- - _A
{aupk_oiz¥ Qk{ _uqgl A jMd% il mpviu-Ufn3 _iAi Angk_oi»avAis3 _
i Ad% { uql A BfujAncl %-guk2 _» un{ uqglA_Ba|l jihu- 8% »
{ _uql)¥vij|nguk? _|ktuA ,za-Ugu-f§ NU_A

WAi tfefupvA-i%: %A -U% | n,Wnu_qlkA%s_ A ,f3_%Bfujvl,
Ui %¢ i AmvimvegizfuAziui Au»d_AiO-d2_olj, 6 jel _Aaz0jel A
YO%cjel A

gl gauk¥% Ad% gNkYi vuazhf upvAa - i %S|e A ,Z0Q0_A Oo3_A,jfO_A,
{aupk_un Oépv a%c¢ T _vkgAmv»é?2 vkrtaqg¥i _uAg|d il uj Q%
_uAg| d_oi»i k»iu-UA_uqUq|j2_%i -d_ved_ A qglgauk Ad¥
{gou, zaknu?2 _% _dA i AmvkSmvegi ji»ilUtfAéra OoitfA a0
{a_0OtrfA

fivA _elhi: Smvgql kAfjvAqok avi fjvA_ _elh| fjvAgtf _ 3 ol
Ubv-dAj kju?z ,Aj vAbv-dAn_%,fjvAEj»ziui AWiqu?2 _ %fjvAj%
gv _% udjivzauAO| qf v-d¥»

fijvpv» Yfvk _uné¥®%nf qA zfupvAa-ié% Wn_jkjuz2_ 0% f _qA
zfupvAa.-ié¥% _elhi23jvAAd z_uUrf A fjvAzjupwtupvAa- -i?tf
go3 _A.



UNIT I TAMIL IN TECHNOLOGY

Design and Construction Technology Building materials in Sangam ageGreat temples of Chola
and other workship places Sculptures and Temples of Pallavas (Mamallapuram)emples of
Nayakas period (Madurai Meenakshi amman temple), Thirumalai Nayakar Mahal, Chetti Nadu }

Manufacturing Technology : Art of Ship building, Metallurgical studies, Knowledge about G
Copper, Irori Archeological evidences Terracotta beads, Shell beads, Bone beads.

Agriculture and Irrigation Technology: Dams, Tank, ponds, sluice, Significance of Kumt
Thoompu of Cholas periedAnimal Husbandry, Wells designed for cattle use. Agriculture and ,
processing; Knowledge about SéaFisheries, Pearl, Conche diving.

Tamil Computing : Development of Scientific Tamil Tamil Computing, Digitization of Tami
books, Tamil Digital Library, Development of Tamil Softwaie¥amil virtual Academyir Sorkuvai
project. Future of Tamil and Information Technoledglobalization and Information éichnology
Teaching Tamil for ComputdResources in Tamil Language Technology.

TOTAL : 30PERIODS

iudzgmvUg A
OUTCOMES:

CO statements RBT
Upon successful completion of the course, the students should be ablgd Level
SmvqglknvAfjvA zjupvkl»ik»iuU i Amv zf Q° a
COl1l |z _uAquk A 2
They will know about the use of Tamil language in science
i A{fgd zfupvAa-itffvjAvAzj upvkilu? _% AmBmv° j
z_uAquk _A

CO

co2 They will learn about the influence of Tamil language in var 3
technologies
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
iudaA_A:
REFERCENCES:

1. du2dkqu.za .Op° | fauj (985), "Smvagl kA jvA,iul fivf v¥%i , ¥26/108,
WAEj u» au| nfvku_1| gkkza»| h 600017.

2. Oi. fv, e¥i », (19960 Khi éfsf j vA Ail1fodken|j zqol k HD(B8-B
j,etg{fu-dtzfi, TAqQuk{i ,;za»| h 600018.

3.6 . ziu»h| q2{ _u (20@3)k,fjvipvAmvagl kAi U| ek? fjva,
S| htfvoefvskmvgl kAj vA2p_ %f fauud k615005.

4., a|l .jel _,d», (2008)kévsi fjvowmgAgvnifvui, ®3av{j- n
au|n, fvku_1I| gkkza»| h 600017.



COURSE ARTICULATION MATRIX

POs PSOs

COs
4 5 6 7 8 9 10 11 12 1 2
1 2 3 3 2 2 3 3 - 2 - -
2 2 3 3 2 - 3 3 - 2 - -

3-High, 2-Medium, 1-L o w-pi no correlation




HS22252 TECHNICAL ENGLISH L T p | c

(Common to all Branches) 2 1 0 3

OBJECTIVES

M To enable learners to define and understand technical communication and scientific writil

To expose learners to nuances of seminar presentation, group discussion, and public spe
To expose learners to writing for scientific purposes

To expose learners to drafting correspondences for business purposes

To expose learners to writing for documenting purposes

To enable students to have a holistic understanding of job interviews and recruiting.proce

=4 =4 -4 -4 -9

UNIT | 9

Listening - AV files pertaining to manufacturing processes of products, scientific documen
Speaking - syllable division and word stress, intonation, sharing opini®egding - news articles
related to science and technologWriting - definitions, instruction, recommendation, d:
interpretation, resuméGrammar - tenses and their aspects, sentence connectiisourse markers
sequential words, active and passive voice, sulgtt agreement

UNIT I 9

Listening - AV pertaining to marketing strategies, peer reading and pronunci&jmgking - turn

taking, sharing opinions; conducting and attending a meeting, understanding the nuances o
communication among internal audience and external audigteading - analytical documents
descriptive document¥yriting - fliers, brochures, resumdetter of application, checklist§rammar

- modal verbs, clausedypes and uses, conditional clauses, articles

UNIT 11l 9

Listening - AV related to how to use components, scientific descript®peaking - speaking for
motivation and initiation, speaking at a seminar presentaReading - scientific journals, papers
Writing - Technical descriptions process description, purpose and function, PowerPoint, Gt
forms, user manual§&rammar - phrasal verbs, prepositions, technical and scientific affixes

UNIT IV 9

Listening - scientific debates, crisis managemefpeaking - handling conflicts, speaking about t
loss of benefits, progress or decline of business, identifying the connotative medeagég
documented evidences of uses and functions of a product, review of a piiicy - memos,
follow-up letters, reports proposal, project, progress reports, sales reports, reports on industrial
executive summaryGrammar - reported speech and tag questions, sentence structangparative,
imperative, cause and effect, infinitive of result



UNIT V 9

Listening - AV of Group discussions, panel discussions, face to face interviews for recru
purposes;Speaking speaking at group discussions, interviewing a personality, answering
interviews; Reading - WebPages of topnotch engineering companisting - blogging, emails,
letter of complaint, minutes of the meetir@rammar - one word substitution, collocations, bet
word/sentence substitution (rephrasing the content/improvising ideas)

TOTAL : 45 PERIODS

Suggested Activities [task based]- case study, guest lectures as models, problem sol
understanding teamwork.

OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld Level

CO1 | Understand the nuances of technical communication and scientific writi 3

CO2 | Present papers and give seminars 6

CO3 | Discuss in groups and brainstorm 6

CO4 Draft business correspondences and write for documenting purposes 6

CO5 | Face job interviews with confidence 6

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

REFERCENCES

1. Department of English, Anna University. "Mindscapes: English for Technologists
Engineers", Orient Blackswan, Chennai, 2012
2. Downes, Colm, "Cambridge English for dbbnting”, Cambridge University Press, New Del

2008

3. Murphy, Raymond, "Intermediate English Grammar with Answers", Cambridge Univ
Press, 2000
Thomson, A.J., "Practical English Grammar 1 & 2", Oxford, 1986.

5. Herbert A J, "The Structure of Technical English”, Longman, 1965.



Web Link:

1. http://www.usingenglish.com

2. http://www.uefap.com3

3. https://owl.english.purdue.edu/owl/

4. www.learnenglishfeelgood.com/gstintablesworksheets.html

Software

=

2
3
4
5

Face2Face Advane€ambridge University Press, 2014

. English Advance VocabularyCambridge University Press
. IELTS test preparationCambridge University Press 2017
. Official Guide to the TOEFL Test With GROM, 4" Edition

. CAMBRIDGE Preparation for the TOEFL TESTambridge University Press, 2017

COURSE ARTICULATION MATRIX

POs PSOs
COs
1 2 3 4 5 6 7 8 9 10 11 12 1 2

3-High, 2-Medium, 1-L o w-9i na@ correlation




MA22251 APPLIED MATHEMATICS i Il L T Pl C
(Common to alBranchesexcept MR) 3 1 0 4
OBJECTIVES
1 Acquire the concepts of vector calculus needed for problems in all engineering discipline:
compute different types of integrals wusi
1 Skilled at the techniques of solving ordinary differential equations that model engineering
problems.

1 Extend their ability of using Laplace transforms to create a new domain in which it is easi
handle the problem that is being investigated.
1 Explain geometry of a complex plane and state properties of analytic functions

1 Understand the standard techniques of complex variable theory so as to apply the
confidence in application areas such as heat conduction, elasticity, fluid dynamics and
electric current.

UNIT | VECTOR CALCULUS 12
Gradient, divergence and curDirectional derivative- Vector identitiesi Irrotational and solenoide
vector fields- Line integral over a plane curveSurface integral Area of a curved surfaceVolume

integral-Gr eendés theorem in a plane, Gauss diver
I Verification and application in evaluating line, surface and volume integrals.

UNIT 1l ORDINARYDIFFERENTIAL EQUATIONS AND ITS APPLICATIONS 12

Differential equations of first ordérEquations of the first order and first degieleinear equation$
Higher order linear differential equations with constant coefficientglethod of variation of
parameters Cauchy 6s and L ege n-d&imeltaneoud firsnoedarriinea equatidr
with constant coefficient$ Applications of Linear differential equatioris Oscillatory electrical
circuiti Deflection of beams.

UNIT 1 LAPLACE TRANSFORM 12

Conditions for existence Transform of elementary functionsTransforms of unit step function ar
impulse functiong Basic propertie$ Shifting theorems Transforms of derivatives and integrals
functions- Derivatives and integrals of transformsinitial and final value theorems Transform of
periodic functions. Inverse Laplace transform€onvolution theoreni Application to ®lution of
linear ODE of second order with constant coefficients using Laplace transformation techniques.

UNITIV  ANALYTIC FUNCTIONS 12

Analytic functions- Necessary and sufficient conditions (Caugétigmann equations) Properties of
analytic function- Harmonic conjugates Construction of analytic functionsConformal mapping
Mapping by functions W=7+ C,CZ,1/Z?ZJ ou k ows ki 0 s - Bilineartransfarmatios.t



UNIT V COMPLEX INTEGRATION 12

Cauchyodos int€guehydsheoneb@yladtr Gsoranud aLaur e
Singular points Residues C a u ¢ Rgsidue theorerh Application of residue theorem for evaluati
of real integral§ Use of circular contour and seitircular contour.

TOTAL : 60PERIODS

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be abld Level
co1 Interpret the fundamentals of vector calculus axetete evaluation of ling 3
surface and volume integrals usi
Solve first order linear, homogeneous differential equations and use
CO2 : . : . 3
solution method to solve second order differential equations
Determine the methods to solve differential equations using La
CO3 3
transforms and Inverse Laplace transforms.
CO4 | Explain Analytic functions and Categorize transformations. 3
Perform Complex integration to evaluate real definite integsatg Cauchy
CO5 |. . : 3
integral theorem and Cauchy's residue theorem.
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS
1. Er wi n Kreyszing, Her ber t Kreyszing,
Mat h e maGhiEditisn) John Wiley, (2015).
2. Grewal . B. S, Gr ewa | . J. S i HIYgHditon, Kl&amng
Publications, Delhi, (2015).
REFERCENCES
1. Dass, H. K., and Rajnish Ver ma, AHIi gher
2011.

2. Ramana B.V, AHI gher Engineering Mathem
New Delhi, (2013).

3. Bali N. P and Manish Goyal, iAA T® xetlitionh bamnki
Publications(p) Ltd., 2014.

Web Link:
1. https://nptel.ac.in/courses/111/105/111105134/
2. https://nptel.ac.in/courses/111/105/111105121/



https://nptel.ac.in/courses/111/105/111105134/
https://nptel.ac.in/courses/111/105/111105121/

COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 10| 11 12 1 2
1 - - - - - - - - 3 - -
2 - - - - - - - - 3 - -
3 - - S - - - - - 3 - -
4 - 1 % - - - . - 3 - -
5 % - - - - . { - 3 - -

3-High, 2-Medium, 1-L o w-Hi na correlation




TECHNICAL DRAWING LT ]|P]|]C
(Common to AD, CS & IT) 1 1ol 21 2

ME22251

OBJECTIVES

1 This course will introduce the students to build their ability to read drawings and interp
position and form of simple geometries.

UNIT O CONCEPTS AND CONVENTIONS AND GEOMETRIC 5
CONSTRUCTION (NOT FOR EXAM)

Importance of drawing in engineering applicatieri$se of drafting instrumentsBIS conventions ant

specifications- Size, layout and folding of drawing sheettettering and dimensioning. Geomet

construction- to draw perpendiculars, parallel lines, divide a line and circle, to draw equil

triangle, square, regular polygons.

UNIT | CONICS, CYCLOID, AND INVOLUTES 7

Geometric construction Curves used in engineering practices: Coni€onstruction of parabola ar
hyperbola by eccentricity methedConstruction of ellipse by Concentric circle methodrawing of
tangents and normal to the above curv€dnstruction ofcycloid in a straight line only Drawing of
tangents and normal to the above cur@enstruction of involutes of squarpentagon and circle
Drawing of tangents and normal to @ieove involutes

UNIT II PROJECTION OF LINES AND PLANE SURFACES 9

Orthographic projectioni First angle projectiont Projection of straight lines (only First ang
projections) inclined to both the principal pland3etermination of true lengths and true inalions by
rotating line method.

Projection of planes (polygonal and circular surfaces) inclinedn® of the principal planesand
perpendicular to othday rotating object method.

UNIT Il PROJECTION OF SOLIDS 9

Projection of simplesolidslike prisms, pyramids, cylinder, cone when the axis is inclined to one ¢
principal planes and parallel to the other by rotating object method.

UNIT IV DEVELOPMENT OF SURFACES 9

Development of Surface$ Development of lateral surfaces of simple solidsParallel line
Development Prisms, Cylinder Radial line developmetitPyramids and Cone.

UNIT V ORTHOGRAPHIC AND ISOMETRIC PROJECTION 9

Isometricview of simple solidsFree Hand Drawing Orthographic ProjectionOrthographic views o
simple blocks from their Isometric view



TOTAL : 45 (15 L+30P)PERIODS

OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablg Level

CO1 | Constructconic sections, cycloid and involutes as per drawing standard| 3

CO2 | Draw orthographic projections of lines and plane surfaces. 2

CO3 | Sketchorthographic projections of simple solids. 2

CO4 | Developthe lateral surfaces of simple solids. 2
Sketch the orthographic projections of a given isometric view using

CO5 hand 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

TEXT BOOKS
1. Bhat't N. D. and Panchal V. M. , AEngi neer
Edition, 2019.
2. Dhananj ay M. Kul karni , A. P. Rastogi,
Aut oCADO, PHI Learning Private Ltd., 20
3. Venugopal K. and Prabhu Raj a V., A En

International (P) Limited, Bedition, 2022

REFERCENCES

1. Dhananjay A Jol he, AEngineering Drawing
Hill Publishing Company Limited., 2008

2. Parthasarathy N. S. and Vela Muralii, i E
Delhi, 2015.

3. Shah M. B. , and Rana B. C. , AEngi neering
2009.

4. Natrajan K. V., AA Text Book of Engi nee
2018.

Web Link:

1. https://Inptel.ac.in/courses/112105294
2. https:/Inptel.ac.in/courses/112103019


https://nptel.ac.in/courses/112105294

COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 10| 11 12 1 2
1 - - - - - - 1 - - - -
2 - - - - - - 2 - - - -
3 - - S - - - 2 - - - -
4 - 1 % - - - 3 - - - -
5 % - - - - . 3 - - - -

3-High, 2-Medium, 1-L o w-Hi na correlation




MA22253 MATHEMATICS FOR DATA SCIENCE

OBJECTIVES

The Student should be made to:

Learn the basic concepts of Relations and Functions

Extend the logical and mathematical maturity and ability to deal with abstraction

Learn the applications of algebraic structures.

Apply the concepts of Rings, Fields and Polynomials.

Understand the concepts and significance of lattices and Boolean algebra which are widely
data science

= =4 4 -4 A

UNIT | SETS RELATIONS AND FUNCTIONS 9+3
Basic concepts of Set theoiryinclusion and Equality of seisPower setsSt operationg Binary Relation,
Partial Ordering Relation, Equivalence Relatio’sum and Product of functioris Bijective functionsi
Inverse and composite functions.

UNIT 1l LOGICS AND PROOFS 9+3

Propositional Logid@ Propositional equivalencésNormal formsi Principal Conjunctive Normal Fornis
Principal Disjunctive Normal Forris Inference TheonPredicates and QuantifiersNested Quantifiers
Introduction to proof$ Proof methods and strategy

UNIT Il ALGEBRAIC STRUCTURES 9+3

Algebraic systems Semi groups and Monoids Groupsi Subgroupsi Ho mo mo r pih Nosnmal¢
subgroupandcosetd. agr angeods theorem

UNIT IV RINGS AND FIELDS 9+3
Rings: Definition- Sub rings- Integral domain Field - Integer modulo i Ring homomorphism. Rings
Polynomial rings Irreducible polynomials over finite fields

UNIT V LATTICES AND BOOLEAN ALGEBRA 9+3

Partial ordering Posets’ Lattices as posefis Properties of lattices Lattices as algebraic systemsSub
latticesi Direct product and homomorphisimSome special latticésBoolean algebra

TOTAL (L:45+T:15):60 PERIODS

Activities: Students shall be exposed to MATLAB programming to solve simple algebraic equations.



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablg Level

col Perform operations on various discrete structures such as sets, functig 3
relations

cO2 Test the logic of a programme, having acquired knowledge of the nec 3
concepts.
Identify structures on many levels as an application of the concept

CO3 . ) 3
properties of algebraic structures.
Apply the basic notions of groups, rings, fields which will be used to

CO4 3
related problems.

CO5 | Execute the simplification of Boolean algebraic expression 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Grimaldi, R.P and Ramana, B.V., "Discrete and Combinatorial Mathematics", Pearson Edt

5th Edition, New Delhi, 2018.

2. Rosen, K.H., "Discrete Mathematics and its Applications”, 7th Edition, Tata McGraw

Publications. Co. Ltd., New Delhi, Special Indian Edition, 2018.

3. J. P. Tremblay and R. Manohar, ADi screte
Scienceo, Tata Mc Graw Hill Educati on
REFERCENCES

1. Lidl, R. and Pitz, G, "Applied Abstract Algebra”, Springer Verlag, New Delhi, 2nd Edition, 20C
2. Seymour Lipschut z, Mar clLi pson, ADi scr et-Hil

Education, 2016.

3. C.

L. Liwu and D. P. Mohapatr a, AEl ement
Approacho, 4t h HHill Education,Pvt. T @,t2@17.Mc Gr a w

Web Link:
1. http://home.iitk.ac.in/~arlal/book/mth202.pdf

2. https://web.stanford.edu/class/cs103x/cst08tes.pdf

3. https://nios.ac.inf/media/documents/SrSec311NEW/311 Maths Enqg/311 Maths Eng Lesson:



http://home.iitk.ac.in/~arlal/book/mth202.pdf
https://web.stanford.edu/class/cs103x/cs103x-notes.pdf
https://nios.ac.in/media/documents/SrSec311NEW/311_Maths_Eng/311_Maths_Eng_Lesson2.pdf

COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 110 | 11 12 1 2
1 3 - - - - - - - 3 - 3
2 3 - - - - - - - 3 2 -
3 2 - - - - - - - 3 - -
4 2 - - - - 2 5 - 3 3 -
5 2 - = - - - - - 3 - 2

3-High, 2-Medium, 1-L o w-Hi na correlation




DATA STRUCTURES AND ALGORITHM L T P C

AD22201 ANALYSIS

OBJECTIVES

The students should be able to:

Learn the algorithm design and analysis techniques with orders of growth
Understand and implement the linear data structures and its applications
Understand the tree data structures, priority queues and string matching
Learn various graph algorithms

Learn the advanced algorithm design techniques

= =4 =4 4 -1

UNIT | FOUNDATIONS OF ALGORITHM ANALYSIS 9
Fundamentals of algorithmic problem solvingroblem types Growth of Functions Asymptotic Notations
I Brute force approach: Analysis of Non recursive Algorithnlivide and Conquer: Analysis of recursi
algorithmsi The backward substitution and the master method for solving recurreBoesng: Selectior
sort- Bubble sorfi Insertion Sort Merge Sort- Quick sorti Radix sorti Bucket sort Searching: Linea
Search Binary Search.

UNIT I LINEAR DATA STRUCTURES 9

List: Array Implementation of Lisi Linked Listi Doubly Linked Listi Circular Linked List; Stack:
Array and Linked List Implementatioh Applications; Queues: Array and Linked List Implementafion
Applications; Hashing: Hash FunctidrSeparate ChainingOpen Addressing Linear Probing

UNIT Il TREES ALGORITHMS 9

Trees: Binary treek Binary Search Treeés AVL Treesi Splay Tree§ B-Trees- Binary Heap Operatioris
Heap sort and Priority Queues. String Matching: Naive String matching algariieabinKarp algorithmi
Knuth-Morris-Pratt algorithni’ Suffix trees.

UNIT IV GRAPH ALGORITHMS 9

Representation of GraphisBreadth First Search Depth First Search Topological Sorti Shortest Patt
Al gori t hms: Di -Floys warshéll's algbrithgndMri inti mmm Spanni ng Ti
iKruskal 6s Al gorithm

UNIT V ADVANCED ALGORITHM DESIGN TECHNIQUES 9

Dynamic Programming: Longest Common Subsequence; Optimal Binary Search trees. Greedy Al
Huffman Codes; Backtracking-Queens Problem Subsetsum Problem; Branch and Bound: Assignm
Problemi Knapsack Problerintroduction to P, NP, Nleomplete and N¥Mard problems.



TOTAL : 45 PERIODS

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablg Level
Design and analyse time and space complexities of algorithms
CO1 : : : . ! 2
different design techniques for various computing problems
CO2 | Solve problems using suitable linear data structures 3
CO3 | Solve problems using suitable nonlinear tree data structures 3
CO4 | Demonstrate the use of graph algorithms for solving problems 3
CO5 | Design algorithms using advanced algorithm design techniques 3
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS
1. Thomas H. Cor men, Charl es E. Lei serson,

i on, PHI Learning

Al gorithmso, Third Edi ti
inDat a Structures and y

2. Mar k Al |l en Wei s s,
Education, 2013

3. Anany Levitin, Alntroduction to the Desi
Education, 2012

REFERCENCES

1. Al fred V. Aho, John E. Hopcroft and Jef fr
Education, Reprint 2006

Donal d E. Knuth, #AThe Art of Computer Pro
Steven S. Skiena, AThe Al gorithm Design M



COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 110 | 11 12 1 2
1 - - - - - 3 - - 3 3 3
2 - - - - - 3 - - 3 3 3
3 3 3 - - - 3 - - 3 3 3
4 3 3 - - - 3 - - 3 3 3
5 3 3 < - - 3 N - 3 3 3

3-High, 2-Medium, 1-L o w-Hi na correlation




OBJECT ORIENTED PARADIGM AND L T P C

AD22202 PROGRAMMING

OBJECTIVES

1 Familiar with the basic concepts of object oriented programming.

1 Familiar with the basic concepts of C++ programming language.

1 Familiar with the generic programming, exception and file handling in C++.
1 Understand object oriented concepts and basic characteristics of Java.

1 Understand the advanced programming concepts in Java.

UNIT | OBJECT ORIENTED PARADIGM 9
Object oriented programming conceftsobjectsi classesi data members and member function:
abstraction and encapsulatibinheritance polymorphism. Introduction to C+it+ classe$ access specifie
T function and data membersdefault argument$friend functionsi const and volatile functions static
membersi Objectsi pointers and objects constant object§ nested classesonstructorsi types of
constructofii destructors.

UNIT 1l POLYMORPHISM AND INHERITANCE 9

Compile time polymorphismfunction overloading operator overloading overloading through membe
functions and friend functioris type conversior Runtime Polymorphisni virtual functioni pure virtual
functionsi abstract classRTTI- Inheritancé types of Inheritance virtual base class.

UNIT Il TEMPLATES, EXCEPTION HANDLING AND FILES 9

Templates Types of templates Exception handling try-catchthrow paradigm exception specificatioin
terminate and Unexpected functiagng&/ncaught exception Streams and formatted 1/01/0O manipulators
file handlingi object serializatiofi namespacesStandard template library.

UNIT IV JAVA OOPS CONCEPTS 9

Data types Variablesi Arraysi Operators Control statements Classes, objects, and methedgethod
overloading and overriding Inheritance- Super classesub classesProtected membeiis constructors in
sub classe$ the Object clas$ abstract classes and methofisal methods and classes Interfaces -
packages.

UNIT V ADVANCED JAVA PROGRAMMING 9

Exception handling built-in exceptions creating own exceptionsMultithreaded programmingthread life
cycle, creating threads, Intéiread communicationThe 1/O classes Generics String handling.

TOTAL : 45 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablg Level
col Apply the concepts of object oriented programming for practical pro 5
solutions.
Apply generic data type for the data type independent programming
CO2 - 3
relates to reusability
Design the exception handling techniques for resolvingtimma errors ang
CO3 S 3
handle large data set using file I/O
CO4 | Develop Java programs usiobject oriented concepts 3
CO5 | Design and develop real world problems in Java. 3
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS
1. B. Trivedi, "Programming with ANSI C++, S
2. Herbert Schildt, Java: The Complete Reference, Eleventh Edition, 11th Edition, Mé{Bka2018.
REFERCENCES
1. Deitel and Deitel, AC++ How to Programo,
2. Paul Deitel, Ha r v eprogrBremets,8id EditionJRearsan, E. 8 f o
3. Herbert Schildt, "C++: The Compl ete Refer
4. Bjarne Stroustrup, "The C++ programming language", Fourth Edition, Addison Wesley, 2013
5. Ilra Pohl , : Obj ect oriented programming

2012



COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 110 | 11 12 1 2
1 3 - - - - - - - 3 3 3
2 3 - - - - - - - 3 3 3
3 3 - - - - - - - 3 3 3
4 - 3 - - - - - - 3 2 3
5 ’ 3 < - - 3 N - 3 2 3

3-High, 2-Medium, 1-L o w-Hi na correlation




AD22211 DATA STRUCTURES AND ALGORITHM LT |[P]|C
ANALYSIS LABORATORY

OBJECTIVES
The students should be able to:

§ Learn the applications of different linear data structures
§ Understand the tree data structures and its representation
1 Implement the graph algorithms and its applications

LIST OF EXPERIMENTS

1. Sorting- Selection Sort, Bubble Sort, Insertion Sort, Quick Sort, Merge Sort, Radix Sort
Bucket Sort
Searching Linear Search, Binary Search
List - Array and Linked List Implementation
Stack- Array and Linked List Implementation
Queue- Array and Linked List Implementation
Applications of Stack Infix to Postfix Expression, Evaluation of Postfix Expression
Hashing Implementation of Separate chaining and Open Addressing (Linear Probing)
Binary Search Tree with Tree traversal TechniguBseorder, Post order and In order

AVL tree

© © N o 0o bk~ 0D

10.Binary Heap

11. String Matching algorithms

12.Graph Traversal Algorithm Breadfhist search, Deptfiirst search

13.Shortest Path AlgorithWarbBhjaksoOosads gal g«

14.Minimum Spanning TreeKruskal's algorithm, Prim's algorithm

TOTAL : 45 PERIODS

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:
Standalone desktops with C / C++ and Java compiler 30 Nos. (or) Server with C/C++ ar
compiler supporting 30 terminals or more



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level

Understand the applications fiear data structuréo solve thereal word

CO1 2
problems

CO2 | To perform various traversals in tree data structure. 3
Demonstrate the use of graph algorithms fioe shortest path findin

CO3

problemsto find shortest path using graph algorithms. 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

COURSE ARTICULATION MATRIX

POS PSOS
COs
1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 3 3 3 3 - - - 3 - - 3 3 3
2 3 3 3 3 3 - - - 3 - - 3 3 3
3 3 3 3 3 3 - - - 3 - - 3 3 3

3-High, 2-Medium, 1-Low



AD22212 OBJECT ORIENTED PARADIGM AND

PROGRAMMING LABORATORY 0 0 3

15

OBJECTIVES

This course will develop the student's ability to
q Be familiarized with good programming design methods
§ To get a clear understanding of objedcented concepts
§ To understand object oriented programming through C++ and JAVA
f Getting exposure in implementing various OOPS Concepts
 Appreciate recursive algorithms

LIST OF EXPERIMENTS

Implement the following topics:
C++
1. Programs using functions
- Functions with default arguments
- Implementation of call by value, call by address and call by reference
- Friend function
2. Classes with data members, member functions, constructors and destructors
- Static data member and static member function
- Const data member and const member function
- Constructors and destructors
3. Compile time polymorphism
- Function Overloading
- Unary and Binary Operator Overloading using member functions
- Unary and Binary Operator Overloading using friend functions
4. Inheritance
- Single Inheritance
- Multiple Inheritance
- Multilevel Inheritance
- Hierarchical Inheritance
- Hybrid Inheritance
5. Runtime Polymorphism
- Virtual functions
- Pure virtual functions
- Virtual base class
- Type conversion
6. Templates
- Function Templates
- Class Templates
7. Exception Handling
8. File Handling
- Sequential access




- Random access
9. RTTI
10. Standard Template Library

Java
11. Simple Java application
-for understanding references to an instant of a class
- handling strings in JAVA
12. Package creation
- Handling in built packages
- Creating user defined packages
13. Interfaces
- developing user defined interfaces
- use predefined interfaces
14. Threading
- creation of threading in java applications
- multi-threading
15. Exception handling
- Handling predefined exceptions
- Handling useidefined exceptions

TOTAL : 45 PERIODS

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:
Standalone desktops with C++ compiler 30 NosSenver with C++ compiler supporting 30 termin.
or more

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablgd level
CO1 | Students will be able teolve real world problems using C++ and Java. 3
CO2 | Understand various exception handling mechanisms. 2
co3 | To develop multthreading applications using java. 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create



COURSE ARTICULATION MATRIX

POs PSOs
COs
5 6 7 8 9 10 11 12 1 2
1 3 - - - 3 - - 2 3 3
2 3 - - - 3 - - 2 3 3
3 3 - - - 3 - - 2 3 3

3-High, 2-Medium, 1-Low




MA22356 STATISTICS FOR DATA SCIENCE L1 T|P|C

OBJECTIVES

The student should be made to:

1 Understand the basic concepts of the probability and to apply the same for Engil
Problems

1 Understand the fundamentals of one and two dimensional random variables and to ir
some standard distributions applicable to data science.

1 Select the appropriate statistical procedure and apply relevant statistical tests dependin
data provided.

1 Analyze the varioudesigns of experiments.

1 Become familiar with basic methods of statistical process control.

UNIT | DESCRIPTIVE STATISTICS AND PROBABILITY 9+3

Introductioni Measures of central tendenbean, Median, Modé Measures of Dispersioin Range,
Interquartile range, Standard deviatio®robabilityi Axioms of probabilityi Conditional probability
iBayesd theor em.

UNIT 1l RANDOM VARIABLES 9+3

Discrete and continuous random variabie8lomentsi Moment generating functions Binomial,
Poisson and Normal distributions. Joint distributiansMarginal and conditional distributions
Covariancé Correlation and linear regressiorCentral limit theorem (for independent and identic:
distributed random variable$)Applications using MATLAB (only for assignment).

UNIT I TESTING OF HYPOTHESIS 9+3

Sampling distribution$ Population and SamplésEstimation of parameteiis Statistical hypothesis
Large sample test based on Normal distribution for single mean, single proportion, difference o
and difference of proportioris Small sample test based on t, F andsthiare distributions for mea
variance- Tests for independenéeGoodness of fit.

UNIT IV ANALYSIS OF VARIANCE 9+3

Basic principles of experimentatighnalysis of varianc€®Oneway classificationi Completely
Randomised desighTwo-way classifications Randomised block desigvultiple comparison Latin
square desigproblems.

UNIT V STATISTICAL QUALITY CONTROL 9+3

Control charts for measurements (X and R chérSpntrol charts for attributes (p, ¢ and np chairt:
Tolerance limits Acceptance sampling.



TOTAL (L:45+T:15): 60 PERIODS

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablg Level
CO1 | Acquire fundamental knowledge of the concepts of probability. 2
Achieve an understanding of standard distributions which is more rele\
CO2 . . S 2
Data Science and its applications
co3 Test a hypothesis by measuring and examining a random sample 4
population.
co4 Classify and apply the related analysis of variance techniques in all fie 3
scientific experimentatian
CO5 | Apply statistical quality control theory on real time problems. 3
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Ibe. O.C., "Fundamentals of Applied Probability and Random Processes", Els&isjah
Reprint, 2010.

2. Ri chard A J, Il rwin Mil |l er ,-Prdbabhitp andr Staistics dc
Engineers, Pearson Education, AstaFlition, 2020.

REFERCENCES

1. Johnson. R.A. and Gupta. C.B., "Miller
Pearson Education, Asia, 7th Edition, 2007.

2. Walpole R E, Myres, R H, Myres SL and Ye K, Probability and Statistics for Engineel
Scientists, Pearson Education, Asia, Eighth Edition, 2011.

3. Spiegel M R, Schiller J and Srinivasan R A, Schaum Outline of Theory and Proble
Probability and Statistics, Tata McGraw Hill Edition, 2004.

Web Link:
1. https://nptel.ac.in/courses/103/106/103106112/
2. https://ocw.mit.edu/courses/mathematicsA#®-probability-andrandomvariablesspring

2014/lecturenotes/



https://nptel.ac.in/courses/103/106/103106112/
https://ocw.mit.edu/courses/mathematics/18-440-probability-and-random-variables-spring-2014/lecture-notes/
https://ocw.mit.edu/courses/mathematics/18-440-probability-and-random-variables-spring-2014/lecture-notes/

COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 10| 11 12 1 2
1 - - - - - - - - - - -
2 - - - - - - - - - - -
3 3 - - - - - - - - - 2
4 3 - > - . - - - - - 2
5 3 { . - - - \ - - - -

3-High, 2-Medium, 1-L o w-Hi na correlation




AD22301 ARTIFICIAL INTELLIGENCE L T Pl C

(Common toAD & CS) 31]0] 0] 3

OBJECTIVES

The main objectives of this course are to:

Learn the basic Al approachtsdevelop problem solving agent
Learn game playing

Perform knowledge representation in Logic

Perform probabilistic reasoning under uncertainty

Perform Planning and Controlling Uncertain movements in robots

= =4 -4 -8

UNIT | PROBLEM -SOLVING 9

Foundations of Atrtificial Intelligence, History of Artificial Intelligence, State of the Art, Risk and Benefits ¢
Intelligent Agentsi Agents and Environments, Concept of Rationality, Nature of Environments, Struct
Agents; Problensolving T ProblemSolving Agents, Search Algorithms,Uninformed Search Strategie
Informed Search StrategiddeuristicFunctions

UNIT I ADVERSARIAL SEARCH 9

Game Theory, OptimaDecisionsin Games, Heuristic AlphaBeta Tree Searchiionte Carlo Tree
Search, StochasticGames;ConstraintSatisfactionProblemsi Inference,BacktrackingSearchand
Local Search and Structure of Problems

UNIT 1l KNOWLEDGE, REASONING AND PLANNING 9
Logical Agents - Knowledgebased agents, Logic, Propositional Logic; Fdster Logic i
Representation, Syntax and Semantics, Using -Birder Logic; Inference in FirgDrder Logici
Unification, Forward Chaining, Backward Chaining, Resolution

UNIT IV UNCERTAIN KNOWLEDGE AND REASONING 9

Quantifying Uncertainty Act i ng under Uncertainty, I nfer
Rule, Naive Bayes Model; Probabilistic Reasoriirigepresenting Knowledge in an Uncertain Dom:
Semantics of Bayesian Networks, Exact Inference, Approximate Inference in Bayesian Ne
Probabilistic Reasoning Over Tiniidnference in Temporal Models, Hidden Markov Models

UNIT V ROBOTICS 9
Reinforcement Learning Learning from Rewards, Passive and Active Reinforcement Learning, Policy S
Applications; Roboticsi Robots, Robots Hardware, Robotic Perception, Planning and Control, Ple
Uncertain Movements, Reinforcement Learning in Robotics, Humans and Robots, Robotic Fram
Application Domains

TOTAL : 45 PERIODS



OUTCOMES:

co ' CO statements RBT
Upon successful completion of the course, the students should be abld Level

CO1 | Apply intelligent agent frameworks for toy problems 3

CO2 | Apply search algorithms for game playing 3

CO3 | Perform logical reasoning 3

CO4 | Perform probabilistic reasoning under uncertainty 3

CO5 | Learn robotic frameworks for various application domains 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Stuart Russell and Peter Norvig, Artificial Intelligence : A Modern Approach, Pearson, 4th Edition

REFERCENCES
1. Dan W. Patterson, #Alntroduction to Al a
2. Kevin Night, El aine Rich, and Nair B.,
3. Patrick H. Winston, "Atrtificial Intelligence”, Third Edition, Pearson Education, 2006
4. Deepak Khemani, AArtificial I ntelligenc
5. https://nptel.ac.in/

COURSE ARTICULATION MATRIX

POS PSOS
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 - 3 3 3 - - - - - - 3 3 3
2 3 3 3 - 3 - - - - - - 3 3 3
3 3 - 3 - 3 - - - - - - 3 3 3
4 3 - 3 3 3 - - - - - - 3 3 3
5 3 3 3 - 3 - - - - - - 3 3 3

3-High, 2-Medium, 1-L o w-pi no correlation



DATABASE MANAGEMENT SYSTEMS L T P | c
CS22301
(Common taCS & AD) 3 0 0 3
OBJECTIVES
1 To learn the fundamentals of data models and to represent a database system
diagrams

1 To learn the Relation#llgebra, SQL queries and advanced SQL features

To learn the concepts of Functional dependencies and Normalization

1 To understand the fundamental concepts of transaction, concurrency and re
processing

1 To study the various dasdorage and indexing techniques and cloud databases

=

UNIT | DATABASE DESIGN 9
Purpose of Database Systemgiew of Data- Database System Architectir®atabase Languages
Entity Relationship Model Constraints- Entity Setsi Attributesi Keys - ER Diagrans - Design
Issuesi Extended R Features Introduction of Relational Model ER Reduction to Relationa
Schemas

UNIT 1l RELATIONAL DATABASE MODELS 9
Structure of Relational DatabasesSchema Diagram$ Relational Query LanguagesRelational
Algebrai Integrity Constraints Basic Queries in SQL Set Operations Aggregate OperatiorisSub
Queries- Joinsi Views i Authorizationi Advanced SQLi Triggersi Functions and Proceduie:
Embedded SQL Dynamic SQL

UNIT 1l RELATIONAL DATABASE DESIGN 9
Functional Dependencies and Ké&y€losure of Functional Dependencies B&tlosure of attributes
Dependency PreservationDecomposition using functional dependenciedNormalizationi First
Normal Formi Second Normal Forni Third Normal Formi Boyce Codd Normal Forni
Multivalued DependenciesDecomposition using Multivalued dependendigSourth Normal Forni
Join DependencidsFifth Normal Form.

UNIT IV  TRANSACTION MANAGEMENT 9
Transaction Concepts Transaction Recovery ACID Propertiesi System Recoveryi Media
Recoveryi Two Phase Commit- Save Points Concurrencyi Need for Concurrency Locking
Protocolsi Two Phase Locking Deadlocki Recovery Isolation Levels

UNIT V DATA STORAGE TECHNIQUES 9
Overview of Physical Storage MediaRAID i File Organizatiori Organization of Records in Filés



Indexing and HashingOrdered Indice$ B+ tree Index File§ B tree Index File§ Static Hashing
Dynamic Haking - Cloud Databases

TOTAL : 45 PERIODS

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be abld level
co1 Design database usingtity Relationshipmodel andconstruct ER diagram 5
for enterprise databases
CO2 | Construct queries using Relational Algebra and SQL with advanced fed 4
CO3 | Normalizethedatabases to reduce cost due to data redundancy 3
Analyze the basic issues of transaction processing and maintain cons
CO4 3
of the databases.
CO5 Compare and contrast various indexing strategies and apply the knov 3
to tune the performance of theoderndatabase
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Henry F Kort h, Abraham Sil berschat z, S.
Hill, Seventh Edition, 2019.

2. R. EIl masr i, S. B. Navat he, AFundament al s
Wesley, Seventh Edition, 2021.

REFERCENCES

1. Thomas Cannolly and Carolyn Begg, ADat .
| mpl ement ati on and Management o, Pearson
2. C.J.Date, A.Kannan and SSwa mynat han, OAn I ntroduct:i
Education, Eighth Edition, 2006.

3. Raghu Ramakri shnan, Johannes Gehr ke, A

Third Edition, 2004.
4. GK.GuptafiDat abase Man a,JdaaMc@raw HBly2681tl.e ms 0

5. Carlo Zaniolo, Stefano Ceri, Christos Faloutsos, Richar&niadgrass, V.SSubrahmanian
Roberto Zicari, ARAdvanced Database Syst:



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2

1 - - - - - - 3 - 3 3
2 - - - - - - - - 3 2
3 - - - - - - - - 3 2
4 - - = - - - - - 3 3
5 3 - - - - - - - 3 3

3-High, 2-Medium, 1-Low




CS22302 DATAMINING AND DATAWAREHOUSING L T P C
(Common taCS & AD) 3 0 0 3

OBJECTIVES

1 To introduce students to the basic concepts and techniques of Data Mining and
classification techniques.

1 To understand frequent pattern and association rule mining techniques for data analysis.
1 To understand and apply various clustering techniques.
1 To understand data warehouse concepts, architecture and schema.
1 To understand various types of online analytical processing techniques.
UNIT | DATA MINING INTRODUCTION AND CLASSIFICATION 9

Introduction to Data MinindNeedApplicationsProcessTechniquesPredictive modelingdatabase
segmentationLink analysis and Deviation detectidata Preprocessinglassificationintroduction
and Types of Classificatiemput and Output AttributeBVorking of ClassificatiorGuidelines for Size
and Quality of the Training DatasBecision Tree Classifieintroduction,Building decision tree usini
Information gairBuilding a decision tree with Gini IndeXaive Bayes Methoetnderstanding Metric:
to Assess the Quality of Classifiers.

UNIT Il ASSOCIATION MINING 9

IntroductionDefining Association Rule MiningRepresentations of Items for Association MiriRge
Metrics to Evaluate the Strength of Association R{dIee Naive Algorithm for Finding Associatic
RulesThe Apriori Algorithm -Closed and Maximal Itemsets The Apriorii TID Algorithm for

Generating Association Mining Rukiirect Hashing and PruniAQynamic Itemset Countinlylining

Frequent Patterns without Candidate Generation.

UNIT I CLUSTER ANALYSIS 9

Cluster AnalysidntroductionApplicationsDesired Features of Clusterhifjstance MetricdMajor
Clustering Method#artitioning Clusteringk-means clusteringierarchical Clustering Algorithms
Agglomerative clusteringivisive clusteringDensitybased clusterinpBSCAN algorithmStrengths
of DBSCAN algorithmWeakness of DBSCAN algorithm.

UNIT IV ~ DATA WAREHOUSING & DATA MODELING 9
Data Warehouselistorical developmentBefining data warehousinData warehouse architectur
Benefits of data warehousiigata MartsData warehouses versus OLTP: similarities and distinct
Data Warehouse Schenrr#roduction to Data Warehouse ScheBianensionMeasureFact Table
Multi-dimensional view of dattypesStar Schem&nowflake Schem&act Constellation Schema.



UNIT V ONLINE ANALYTICAL PROCESSING 9
IntroductionDefining OLAP-OLAP applicationg=eatures of OLAFROLAP BenefitsStrengths of
OLAP-Comparison between OLTP and OLAHferences between OLAP and data minir
Representation of Muhldimensional Datdata Cubdmproving efficiency of OLAP by pre
computing the queriesypes of OLAP ServerRelational OLAP and MOLARComparison of ROLAF
and MOLAROLAP Operations.

TOTAL : 45 PERIODS

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablgd level
CO1 | Understand data mining concepts and apply classification techniques. 2
Do data analysis using frequent pattern and association rule n
CO2 ) 3
techniques.
CO3 | Students will be able to apply various clustering techniques. 3
Students will be able to understand data warehouse concepts, arch
CO4 2
and schema.
CO5 Students will be able to understand various types of online anal 5
processing technigues.
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Parteek Bhatia, Data Mining and Data Warehousing: Principles and Pre
Techniques,Cambridge University Press,2019.

REFERCENCES

1. Jiawei Han and Michei ne Kamber , "Data Mining Conc
Elsevier, 2012.

2. Al ex Berson and Stephen J. Smit h, "Dat

McGrawi Hill Edition, 35th Reprint 2016.

3. K. P. Soman, Shyam Diwakar and V. Aj ay,
Eastern Economy Edition, Prentice Hall of India, 2006.

4. 1 an H. Wi tten and Ei be Frank, " Dat a Mi
Techniques, Elsevier, Second Edition

5. Pang, N. T., Steinbach, M. and Kumer,il nt r oducti on t o Dat a



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 2 - - - 3 - - 3 3 3
2 3 - - - 3 - - 3 3 3
3 3 - - - 3 - - 3 3 3
4 3 - - - 3 - - 3 3 3
5 2 - - - 3 - - 3 3 3

3-High, 2-Medium, 1-Low




CS22201 PYTHON FOR DATA SCIENCE L T P | C
(Common to C& AD)

OBJECTIVES
The Student should be made to:

1 Acquire knowledge on the mathematical background for understanding data science.
{1 Learn the basics of Python programming.
1 Be familiar in performing array manipulation using NumPy.
1 Understand the concepts of storing, retrieving and manipulating data using Pandas.
1 Create appealing plots to understand the trend and pattern of data in the simple and
way.
UNIT | STATISTICS FOR DATA SCIENCE 9+6

Descriptive statistics, notion of probability, distributions, mean, variance, covariance, Cov:
matrix, understanding univariate and multivariate normal distributions, introduction to hypc
testing, confidence interval for estimates

UNIT II INTRODUCTION TO PYTHON 9+6

Types and Operation: Numeric Types, String Fundamentakt, and Dictionaries, Tuples, File
Statements: Assignments, Expressions, if tests, while and for loops, Functions: Function
Scopes, Arguments, Modules: Module Coding Basics, Module Packages.

UNIT Il INTRODUCTION TO NUMPY 9+6

Understanding Data Types in Python, The Basics of NumPy Arrays, Computation on NumPy
Universal Functions, Aggregations: Min, Max, and Everything in Between Computation on #
Compari sons, Mas k s , and Bool ean, Fancy I n
Structured Arrays

UNIT IV DATA MANIPULATION WITH PANDAS 9+6

Installing and Using Pandas, Introducing Pandas Objects, Data Indexing and Selection, Oper
Data in Pandas, Handling Missing Data, Hierarchical Indexing, Combining Datasets: Conc
Append, Combining Datasets: Merge and Join, Aggregation and Grouping, Pivot Tables, Ve
String Operations, Working with Time Series, Higarformance Pandas: eval() and query()

UNIT V VISUALIZATION WITH MATPLOTLIB 9+6

Matplotlib, Simple Line Plots, Simple Scatter, Visualizing Errors, Density and Contour
Histograms, Binnings, and Density, Customizing Plot Legends, Customizing Colorbars, M
Subplots, Text and Annotation, Customizing Ticks, Customizing Matplotlib: Configurations



Stylesheets, ThreBimensional Plotting in Matplotlib, Geographic Data with Basemap, Visualiz:
with Seaborn.

TOTAL (L:45+P:30): 75 PERIODS

OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablg Level

co1 Students will be able to understand the mathematical foundation fo 5
science.

CO2 | Students will be able to solve computational problems in python. 3

CO3 | Students will be able to handle python arrays using NumPy package. 3

CO4 | Students will be able to manipulate data using Pandas. 3

Students will be able to understand the pattern of data by graphical di

CO5 using Matplotlib.

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

LIST OF EXPERIMENTS:

1. Write a python program to perform all statistical operations using statistics package.

Write a python program to remove the punctuations from the string.

Write a python function to print the sum of numbers if and only if the number is even.

Write a python module to perform binary search.

Write a python program to create a structured array using NumPy containing employee

such as employee name, department, designation and salary. Now sort by name, if the

greater than 25000.

6. Write a python program to create structured arrays using NumPy containing student dete
as student name, register number, marks in 5 subjects. Apply aggregation function to im
the following:

I. Find the total marks, average marks of each student.
ii. Identify the maximum and minimum mark subjectwise.
iii. Find the topper of the class.

iv. Find the pass percentage for each subject.

v. Find the class pass percentage.

7. Write a python program to creaéedataframe using pandas. Perform the following opera
on the dataframe.

I. Data Selection
ii. Data Indexing
iii. Handling missing data in nominal attributes

ahrwbd



iv. Handling missing data in numeric attributes
v. Grouping operations
8. Write a python program to implement the following plots using Matplotlib

I. Line plot

ii. Scatter plot

iii. Density plot

iv. Box plot

v. Histogram

TEXT BOOKS

1. Douglas C. Montgomery and George C. Runger, Applied Statistics and Probabili
Engineers, Sixth Edition, Wiley Publication, 2016.
Mar k Lutz, Learning Python, Fifth Edit]i

3. Jake VanderPlas, Python Data Science Handbdeg&sential Tools for Working with Dat:
Second Edition, OO6Reilly Publication, 2
Wes McKinney, Python for Data Analysi s,

David Beazley and Brian K. Jones, Pyth
2013.

COURSE ARTICULATION MATRIX

POs PSOs
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 3 3 3 3 3
2 3 3 3 3 3 3 3
3 3 3 2 2 3 3 3
4 3 3 3 3
5 3 3 3 3 3

3-High, 2-Medium, 1-L o w-pi no correlation



CS22202 DIGITAL PRINCIPLES AND SYSTEM DESIGN L T P | c

(Common to C& AD) 3]0 0 3

OBJECTIVES

1 To understand various number systems, different methods are used for the simplifice
Boolean functions.

1 To design and implement a system that uses combinational logic for the given specif
Simulate combinational logic systems using Verilog or VHDL

1 To design and implement a synchronous sequential system for the given specification; £
sequential logic systems using Verilog or VHDL.

1 To design and implement memory accessing systems and systems using PLA, PAL.

1 To use RTL notation for describing register operations in a clocked sequential circuit.

UNIT | BOOLEAN ALGEBRA AND LOGIC GATES 9

Digital Systems- Binary Numbers- Number Base Conversions Complements of Numbers
Introduction to Boolean Algebra and Boolean FunctiertSanonical and Standard Form®igital
Logic Gates Integrated Circuits

UNIT Il COMBINATIONAL CIRCUITS 9

Combinational Circuit§ Analysis and Design ProceduresCircuits for Arithmetic Operations, Coc
Conversioni Decoders and EncodersMultiplexers and DéMultiplexersi Tri-State Gate$ HDL
Models of Combinational Circuits

UNIT Il SYNCHRONOUS SEQUENTIAL LOGIC 9

Introduction- Latches and Flip Flops Analysis of Clocked Sequential Circuits and Design Proced
i State Diagram, State TableState Reduction & AssignmentShift Registers Ripple Counters
Synchronous Counters

UNIT IV MEMORY AND PROGRAMMABLE LOGIC 9

RAM - Memory Decoding Error Detection and CorrectionROM 1 Programmable Logic Array
Programmable Array Logic

UNIT V DESIGN AT THE REGISTER TRANSFER LEVEL 9

Introduction- RTL Notation- RTL Description- Algorithmic State Machine Design Example (ASML
Chart)- Design of Sequential Binary Multiplier

TOTAL (L:45): 45 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld Level
Students will be able to learn the different types of number system
COo1 : P . 1
simplification of Boolean functions
CO2 | Students will be able to understand various logic gates and their usage 2
Students will be able to study, analyze and design various combing
CO3 o o ) . 4
circuits and its implementation using VHDL
co4 Students will be able to understand the different type of memory and 5
structures
Students will be able to study, analyze of RTL notation register operatic
CO5 g < 4
a clocked sequential circuit
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS
1. ADigital Design with An Introduction t
Morris Mano and Michael D. Ciletti, 6th Edition, Pearson, 2017.
REFERCENCES
1. John F. Wakerl vy, ADi gital Desi gn Prin
Education,2007
2. Charl es H. Roth Jr, A Fundamei ddica Publishin§ House
Mumbai, 2003
Donald D. Givone, #nADigital Principles a
Kharate G. K., fADigital Electronicso, O

http://www.learnaboutlectronics.org/Digital/dig44.php



COURSE ARTICULATION MATRIX

POs PSOs
COs

4 5 6 7 8 9 10| 11 12 1 2
1 - - - - - - - - 3 3 3
2 - 3 - - - - - - - 2 3
3 - 3 S - - - - - - 3 3
4 - 1 % - - - . - 3 3 2
5 % 3 - - - . { - 3 3 3

3-High, 2-Medium, 1-L o w-Hi na correlation




DATABASE MANAGEMENT SYSTEMS
CS22311 LABORATORY L{T|P|C
(Common taCS & AD) O O] 3|15

OBJECTIVES

1 To identify different issues involved in the design and implementation of a database

for real time applications
1 To identify exact queries to extract information from the database
1 To work with PL/SQL features

LIST OF EXPERIMENTS

1. Creation of a database and writing SQL queries to retrieve information from the database

N

conditions.

© 0 N o O b~ W

Creation of Views, Synonyms, Sequence, Indexes, Save point.
Creating an Employee database to set various constraints.

Creating relationship between the databases.

Write a PL/SQL block that handles all types of exceptions.
Creation of Procedures.

Creation of database triggers and functions

10. Database Connectivity with Front End Tools
11.Case study of Big Data and NoSQL.
12.Mini project

T

= =2 4 4 A A -

Inventory Control System.

Material Requirement Processing.
Hospital Management System.
Railway Reservation System.

Personal Information System.

Web Based User Identification System.
Timetable Management System.

Hotel Management System

TOTAL

Performing Insertion, Deletion, Modifying, Altering, Updating and Viewing records based

Write a PL/SQL block to satisfy some conditions by accepting input from the user.

: 45 PERIODS



LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:

HARDWARE:

Standalone desktops 30 Nos. (or) Server supporting 30 terminals or more.

SOFTWARE:
OS: Fedora / Linux, Hadoop package.
Front end: VB/VC ++/JAVA or Equivalent,

Back end: Oracle / SQL / MySQL/ PostGress / DB2 or Equivalent.

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablgd level
CO1 | Design andmplement a database schemagiwen problem statement. 2
cO2 Develop PL/SQL blocks such as stored procedures, stored functions, ¢ 3
packages
cO3 Make the database connectivity using frent tools for various real tim 3
applications.
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
COURSE ARTICULATION MATRIX
POs PSOs
COs
1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 3 3 3 - - - - 3 - 3 - 3 3
2 3 - 3 3 - - - - 3 - 3 - 3 3
3 3 - 3 3 3 - - - 3 - 3 - 3 3

3-High, 2-Medium, 1-Low




AD22311 ARTIFICIAL INTELLIGENCE LABORATORY L{T|P|C

OBJECTIVES
1 To design and implement search strategies.
1 To implement game playing and CSP techniques
1 To develop systems with logicahd probabilisticeasoning

LIST OF EXPERIMENTS

Implement intelligent agentsVacuum World Problem

Implement basic search strategie®Puzzle, 8 Queens problem

Implement A* algorithni RouteFinding problem

Implement Minimax algorithm for game playing (AlpB&ta pruning)

Solve constraint satisfaction problef@yptarithmetic, MapColouring)

Study of Prolog

Implement forward chaining, backward chaining, and resolution stratedi@storder logic
Building Naive Bayes model

. Probabilisticinferencing in Bayesian Network

10. Implementation opolicy search irReinforcement learning

©oeNOhA®DNR

TOTAL : 45 PERIODS

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:

Standalone desktops with C/C++/Java/Python/Prolog/JESS compiler 30 Nos.

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablgd level
CO1 | Design and implement search strategies 3
CO2 | Implement game playing and CSP techniques 3
CO3 | Develop logical reasoningnd probabilisticystems 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create



COURSE ARTICULATION MATRIX

POs PSOs
COs
5 6 7 8 9 10 11 12 1 2
1 - - - - 3 3 2 3 3 2
2 3 - - - 3 2 3 3 3 3
3 3 - - - 3 3 3 3 3 3

3-High, 2-Medium, 1-Low




MA22455 QUEUING THEORY AND OPTIMIZATION

OBJECTIVES
1 Understand the concepts of Linear Programming Problems and its Applications
1 Learn the basic concepts of Transportation and Assignment problems
1 Understand the fundamental concepts of Queueing systems and its applications
1 Gain more knowledge in analysing queuing models.
1

Understand the basic concepts of Optimization and apply the same to problems in Machi
Learning

UNIT | QUEUEING MODELS 9+3

Markovian queue$ Birth and Death processésSingle and multiple server queng model® L i t t
formula Queues with finite waiting roomsginite source models

UNIT II ADVANCED QUEUEING MODELS 9+3

M/G/1 queuei PollaczekKhinchin formula- M/D/1 and M/EK/1 as special cas8gries queues
Open Jackson networks.

UNIT I LINEAR PROGRAMMING MODELS 9+3

Mathematical FormulatioitGraphical solution of LP models Simplex method Artificial Variable
Techniqued Variants of Simplex methedPrimal and Dual relationshipsDual simplex methogbost
optimal Analysis

UNIT IV TRANSPORTATION AND ASSIGNMENT MODELS 9+3

Mathematical Formulation of Transportation problénMethods for finding Initial Basic Feasible
solutionT Optimum solutioni Degeneracy- Mathematical Formulation of Assignment Modéls
Hungarian Algorithni Variants of Assignment problem

UNIT V CLASSICAL OPTIMIZATION THEORY 9+3

Unconstrained and Constrained optimizatiddumerical optimization techniques foconstrained anc
unconstrained optimization: KKT conditiordN e wt o n 6 s- Steepdstiasabnt method Penalty
function method.

TOTAL (L:45+T:15): 60 PERIODS



OUTCOMES:

CO statements RBT

cO Upon successful completion of the course, the students should be abld level

CO1 | Identify, formulate Linear Programming Problems and analyze the sam 3

Analyze and evaluate the various methods under transportation, assig

co2 models.

CO3 | Acquire skills in analyzing queueing models. 3

CO4 | Design networks using Queueing theories in domain specific situations 3

CO5 | Apply optimization techniques to problems in Machine Learning 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

TEXT BOOKS
1. Taha H. A. fHAOperations Researcho, Pearso
2. Gross.D. and Harris.C. M, AFundament al s
REFERCENCES
1. Hira and Gupta AProblems in Operations

2. J. Nocedal and S. J. Wright, Numerical Optimization. New York: Springer Science+Bu
Media, 2006.
3. Winston. W. L. fAOperations R8reoks#Cole,BO®3 Fo

WEB LINKS

1. https://archive.nptel.ac.in/courses/111/103/111103159/

https://archive.nptel.ac.in/noc/courses/noc21/SEM2/nesBB/

https://archive.nptel.ac.in/courses/111/104/111104027/

https://archive.nptel.ac.in/courses/110/106/110106062/

a c w DN

https://archive.nptel.ac.in/courses/111/107/111107104/


https://archive.nptel.ac.in/courses/111/103/111103159/
https://archive.nptel.ac.in/noc/courses/noc21/SEM2/noc21-ee93/
https://archive.nptel.ac.in/courses/111/104/111104027/
https://archive.nptel.ac.in/courses/110/106/110106062/

COURSE ARTICULATION MATRIX

POs PSOs
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 3 3 2 2
2 3 3 2
3 3 3 3 2 2 2
4 3 3 2 2
5 3 3 3 2

3-High, 2-Medium, 1-Low



MA22456 MATHEMATICS FOR MACHINE LEARNING

OBJECTIVES
1 Apply the concepts of basic principles of Combinatorics and its Applications.
Understand the concepts of vector spaces.
Understand the fundamental concepts of Principal component Analysis.
Acquaint the knowledge of the basic concepts of solving algebraic and transcendental eq

= =4 -4

1 Provide the numerical techniques of interpolation in various intervals and numerical tect
of differentiation and integration which plays an important role in engineering and techr
disciplines.

UNIT | COMBINATORICS 9+3

Mathematicalnductioni Stronginductionandwell orderingi Thebasicsof countingi The Pigeonhole
principlei Permutationsndcombinationd Recurrenceelationsi Solving linear recurrence relatiol
I Generating functions Inclusion and exclusion principle and its applications

UNIT II VECTOR SPACES 9+3

Vectorspace$ Subspaces Linear combinationand linearsystenof equationd” Linear independenc
and linear dependen¢eBases and dimensions.

UNIT I PRINCIPAL COMPONENT ANALYSIS 9+3

Data ReductionTechniques Definition of PopulationPrincipal Components Principal Component:
obtained by Standardized variabldRules to retain number of Principal Components using Scree |

UNIT IV SOLUTION OF EQUATIONS AND EIGENVALUE PROBLEMS 9+3

Solution of algebraic and transcendental equatidfixed point iteration method Newton Raphsor
method Solution of linear system of equation&auss elimination methddPivoting - Gauss Jordal
methodi Iterative methods of Gauss Jacobi and Gauss Sei#@ggenvalues of a matrix by Pow
met hod and Jacobi 6s method for symmetric m:

UNIT V INTERPOLATION, NUMERICAL DIFFERENTIATION AND 943
NUMERICAL INTEGRATION

Lagr amgldN@wt odividesl difference interpolationsi N e wt oforweasd and backward

difference interpolation Approximation of derivatives using interpolation polynomial®lumerical

single and double integratioules. using Trape:

TOTAL: 60 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level

CO1 | Apply theCountingPrinciplesto computethe runningtime algorithm. 3

CO2 | Explainthefundamentatonceptf Linear Algebra. 3

CO3 | Demonstrat¢he useof the conceptof PrincipalcomponeniAnalysis 4

CO4 | Solvealgebraictranscendentandlinear systenof equations. 3
Appreciate the numerical techniques of interpolation in varintesvals ang

CO5 | apply the numerical techniques of differentiation and integration 3
engineering problems.

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

TEXT BOOKS

1. M. P.DeisenrothA. A. Faisal,C. S.Ong,fi Ma't h e foaMachmesL e ar ni ng o,
University Press, 2020.

2. KennethH. Ros en, ilxhematicse&itseAp p!| i ¢ at iMc@ramHil (STEp 7"e
edition, 2017.

3. Grewal, B.S., and Grewal J.S.,fi N u me Metlwodslin EngineeringandSci ence o0
Publishers, 1" edition, 2013.

REFERCENCES

1. Alvin C.Rencher;Methodsof Multivariate Analysis", 2" Edition, Wiley Inter-science 2002

2. Friedberg,A.H., Insel, A.J.and SpenceL., i Li ne ar RdntgceHalr ol ladia, New
Delhi, 2004.
3. lyengar,S.R.K.,andJain,R.K,i Nu me M¢e tt la tNevgAde InternationaPublishers2012.

WEB LINKS

1. https://archive.nptel.ac.in/courses/111/107/111107105/

2. https://archive.nptel.ac.in/courses/111/106/111106155/

3. https://archive.nptel.ac.in/courses/111/101/111101115/



https://archive.nptel.ac.in/courses/111/107/111107105/
https://archive.nptel.ac.in/courses/111/106/111106155/
https://archive.nptel.ac.in/courses/111/101/111101115/

COURSE ARTICULATION MATRIX

POs PSOs
COs
5 6 7 8 9 10 11 12 1 2
1 1 1
2 1 1
3 1 1
4 1
5 1

3-High, 2-Medium, 1-Low




CS2201 OPERATING SYSTEMS
(Common toaCSandAD) 3 0 0 3

OBJECTIVES
1 To understand the basics and functions of operating systems.
To analyze scheduling algorithms and process synchronization
To understand the concept of deadlocks and analyze various memory management sche
To be familiar with I/O management and file systems.
To be familiar with the Influential Operating Systems

=A =2 2 =4

UNIT | INTRODUCTION 9

Computer System Organizationand Architecture Operating System Overview Evolution of
Operating SystemOperating System StructurésOperating System ServicesUser and Operating
System Interface System Call§ System ProgramsDesign and ImplementationOperating Systen
Generation and System Boot.

UNIT II PROCESS MANAGEMENT AND PROCESS SYNCHRONIZATION 9

Processes- Process Concept Process Scheduling Operations on Processes Inter-process
Communication CPU Scheduling Scheduling criteria Scheduling algorithms. Thread$/ultithread
ModelsT Threading issues. Process Synchronizatidhe CriticatSection problem Synchronization
hardware Semaphores Mutex - Classical problems of synchronizatibMonitors.

UNIT I DEADLOCK AND MEMORY MANAGEMENT 9

Deadlock- Methods for handling deadlocks, Deadlock prevention, Deadlock avoidance, De
detection, Recovery from deadlock. Memokemory Partitioning Memory Allocation Algorithmg
Segmentatiori Paging. Virtual Memory- Demand Paging Copy on Write- Page Replacemel
Algorithms- Allocation of Frame$ Thrashing.

UNIT IV STORAGE MANAGEMENT 9

Mass Storage systeimDisk Structure Disk Scheduling and Management, Fgstem Interface File

concept- Access methodsDirectory Structure Directory organization File system mounting File

Sharing and Protection; File System Implementatibie System StructureDirectory implementatior
- Allocation Methods- Free Space Management; 1/0O System$&/O Hardware, Application 1/C
interface, Kernel I/O subsystem

UNIT V INFLUENTIAL OPERATING SYSTEMS 9

Feature MigratiorEarly SystemsAtlas- XDS-940- THE- RC 4000 CTSS MULTICS- IBM OS/360
TOPS20- MS/DOS Macintosh Operating Systerivlach-Case Studyfhe Linux System



TOTAL: 45 PERIODS

OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablgd level
CO1 | Infer the OS features and operations while working in operating system 2
CO2 | Analyze various scheduling algorithms and process synchronization 4
CO3 | Evaluate the performance of various memory management techniques 5
CO4 | Design a simple file system and analyze the performance 4
CO5 | Work with some popular operating systems like Linux, Windows 5
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

TEXT BOOKS

1. Abraham Sil berschatz, Peter Baer Gal vin

Edition, John Wiley and Sons Inc., 2018.

2. Andrew S Tanenbaum, "Modern Operating Systems", Pearson, 5th Edition, 2022 New D

REFERCENCES

1.

2.

Ramaz EIl masri, A. Gil Carri cila, Spaviad A
McGraw Hill Edition, 2010.

William Stallings, "Operating Systems: Internalglddesign Principles”, 7 th Edition, Prenti
Hall, 2018

Achyut S. Godbol e, Atul Kahate, fAOperat.

Nei | Smyt h, "iI"Phone i OiSXcate, bBoarth &ditiorp Pagload med
2011.



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 3 2 3 1 1 2
2 1 2 1 1 2 2 2
3 1 2 2 1 1 1 2
4 1 2 1 2 1 2
5 1 3 2 3 2 2 1

3-High, 2-Medium, 1-Low




CS22402 MACHINE LEARNING TECHNIQUES
(Common taCSandAD) 3 0

OBJECTIVES

1 To understand the basic concepts of machine learning and parametric estimation met
To gain knowledge on supervised learning methods.

To provide insights on unsupervised learning methods and ensemble models.

To introduce basic graphical models and advanced machine learning techniques.

To apply various metrics to evaluate the performance of the models.

=A =4 =4 =4

UNIT | INTRODUCTION TO MACHINE LEARNING 9
Machine learning concepts- Need for Machine LearningTypes of Machine LearningSupervised
Learning- Unsupervised LearningReinforcement Learning.

Leaning Theory - Learning Types Computation Learning Concept Learning Design of learninc
system Bias and Variance, ModellingLearning frameworks.

UNIT 1l SUPERVISED LEARNING 9

Classification models- Naive Bayes Classifier K-Nearest Neighbor model Perceptron-
Backpropogation Algorithm Multilayer Perceptrori Linear and Logistic RegressierSupport Vector
Machines.

UNIT 11l UNSUPERVISED LEARNING AND ENSEMBLE MODELS 9

Clustering - K-Means clustering Hierarchical Clustering Dimensionality Reduction Principal
Component Analysis (PCA) Linear Discriminant Analysis (LDA). Ensemble Methods: Baggin
Boosting- Gradient boosting.

UNIT IV GRAPHICAL MODELS AND REINFORCEMENT LEARNING 9

Markov random fields Hidden Markov Models Representation Learning- Decoding- Inference in
graphical models Monte Carlo models Sampling.

Reinforcement Learning Model Based Model Free- Q learning- Introduction to Deep learning
Introduction to Evolutionary Computing.

UNIT V DESIGN AND ANALYSIS OF MACHINE LEARNING EXPERIMENTS 9

Guidelines for machine learning experimentsross Validation (CV) and Resampliiigk-fold Cross
Validation 7 Bootstrapping- Measuring classifier performande Assessing a single classificatic
algorithmi Comparing two classification algorithitid t est , Mc Nemar 6s t e

TOTAL : 45 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld Level

CO1 | lllustrate basics of the machine learning concepts and Learning theory 2

CO2 Demonstrate the usage of supervised learning models. 3
Demonstrate the usage of unsupervised learning models and en

CO3 3
models.

CO4 | lllustrate the graphical models and graphical learning techniques. 3

CO5 | Analyse the performance of machine learning models. 4

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Et hem Al paydin, #Alntroduction to Machin
2. Sridhar S, Vijayal akshmi M, AMachine Le

3. Stephen Mar sl and, AMachine Learning: An

Press, 2014.
REFERCENCES

1. Mehryar Mohr i, Af shi nRostami zadeh, Ameet
Second Edition, MIT Press, 2018.

2. Peter Fl ach, AMachine Learningo, First

3. Tom Mitchell, AMachine Learningbo, First

4. Kevin P. Murphy. AMachine Learning: A P

5. AmeetVJoshi , AMachine Learning and Artifi«



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 2 2 2 2 3 3 2 2 2 2
2 3 2 2 2 2 3 3 3 3 3
3 3 2 2 2 2 3 3 3 3 3
4 3 2 2 2 3 3 3 3 3
5 2 2 2 2 3 3 3 2 2

3-High, 2-Medium, 1-Low




AD22401 WEB DEVELOPMENT AND ANALYTICS

OBJECTIVES

1 To understand the concepts of Internet, Protocol layers and layered architegilze and
develop web pages using HTML and CSS.

1 To understand Clierdide scripting using JavaScript.

1 To learn Server side and Dynamic content generation.

1 To provide students with a deep, critical and systematic understanding of the most sig
technologies for developing web applications.

1 To have knowledge on data collection and analysis in Web Analytics.

UNIT I WEBSITE BASICS, HTML 5, CSS 3, WEB 2.0 9
Web Essentials: Clients, Servers and Communicafioa Internet Basic Internet protocols World
wide web- HTTP Request MessagédTTP Response Messag®@eb Clients Web Servers HTML5
I Tables- Lists -Image HTML5 control elements Semantic element®rag and DropAudio - Video
controls - CSS3- Inline, embedded and external style sheetBule cascading Inheritance-
Backgrounds Border ImagesColors- ShadowsText- Transformations Transitions-Animations

UNIT II CLIENT -SIDE PROGRAMMING 9

Java Script: An introduction to JavaScrippmmentsKeywordsData types OperatorsStatements
FunctionsJavaScript DOM ModeDate and Objects;Regular ExpressionsException Handling
Validation-Built-in objectsEvent Handling DHTML with JavaScript.

UNIT Il SERVER-SIDE PROGRAMMING 9

Java Servlet: An introduction to Java SerAethitecture Servlet Life Cycle Form GET and POS’
actions Session Handling Understanding Cookies DATABASE CONNECTIVITY: JDBC
perspectives, JDBC program example.

UNIT IV  RICH INTERNET APPLICATION SERVER TECHNOLOGIES 9
Web Servers: IntroductienHTTP Transactions Multitier Application ArchitectureClient-Side
Scripting versus SerwSide Scripting Accessing Web ServeraMicrosoft Internet Informatior
Services Apache HTTP Server.

UNIT V WEB ANALYTICS AND ITS TOOLS 9

Data Collection, Overview of Qualitative Analysis, Business Analysis, KPI and Plar
Critical Components of a Successful Web Analytics Strategy, Proposals & Reports, Wel
Analysis.Web Analytic ToolsGoogle AnalyticsMix panel Adobe AnalyticsOpen Web Analytics

TOTAL: 45 PERIODS


https://www.hotjar.com/web-analytics/tools/#1-google-analytics
https://www.hotjar.com/web-analytics/tools/#2-mixpanel
https://www.hotjar.com/web-analytics/tools/#4-adobe-analytics
https://www.hotjar.com/web-analytics/tools/#6-open-web-analytics

OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level
CO1 | Design and build welstructured web pages using HTML and CSS. 2
Design and Implement Dynamic Web Page with Validation using Javaj
CcO2 . 3
and its Events.
CO3 | Design and Implement Serv8ide Programming using Servlets. 3
CO4 | Install, Configure and Maintaining a Web Server. 4
CO5 | Gathering, Synthesizing and Analysis of Website data. 4
1- Remember, 2Understand, 3Apply, 4- Analyze, 5 Evaluate, 6 Create
TEXT BOOKS
1. Paul J. Dei t el , Harvey M. Deitel, Pear so
How to Progr amo, Fourth Edition.
2. Avinash Kaushik, Wiley Publishing, d Web
Science of Customer Centricityo.
REFERENCES
1. Chris Bates, OWeb PremgmatmmiApg| i Gatil dmn
Dreamtech.

2. Uttam K Roy, 0 Web Technol ogieso, Oxford

COURSE ARTICULATION MATRIX

POs PSOs
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2

1 2 2 2 2 2 3 2 2
2 2 3 2 2 3 2 3 2
3 3 2 2 3 2 2 2 2
4 3 2 2 2 2 2 3 2 2 3
5 3 2 2 2 2 2 3 2 2 3

3-High, 2-Medium, 1-Low



GE22451 ENVIRONMENTAL SCIENCES AND
SUSTAINABILITY 3 0 0 3

(Common to All Branches)
OBJECTIVES

1 To introduce the basic concepts of environment, ecosystems and biodiversity and emphi
biodiversity of India and its conservation.

1 To impart knowledge on the causes, effects and control or prevention measu
environmental pollution.

1 To study and understand the various types of renewable sources of energy ar
applications.

1 To familiarize the concept of sustainable development goals, economic and social as|
sustainability, recognize and analyze climate changes, and environmental mane
challenges.

1 To inculcate and embrace sustainability practices, develop a broader understanding ¢
materials and energy cycles, and analyze the role of sustainable urbanization.

UNIT | ENVIRONMENT AND BIODIVERSITY 9

Definition, scope and importance of environmémteed for public awareness. Esgstem and Energ
flowi food chains, food webs and ecological pyramids, ecological succession. Biodivséay
genetic, species and ecosystem diveirsiglues of biodiversity, India as a med&ersity natiori hot
spots of biodiversityi threats to biodiversity: fragmentation and habitat loss, poaching of wils
humanwildlife conflicts i endangered and endemic species of lild@nservation of biodiversity: in
situ and esxsitu.

UNIT I ENVIRONMENTAL POLLUTION 9

Definition, causes, effects and preventive measures of air, water and soil pollution. Marine and
pollution - causes, effects and control measures. Light and noise poliugibect on flora and faune
Nuclear pollution Sources, effects and control measures. Disposal of radioactive wastes (I
hazards). Pollution case studies. Role of an individual in the prevention of pollution. Solid, ha:
and Ewaste management. Occupational health and safety management system (OH
Environmental protection, Environmental protection acts, categorization of spices according to Il

UNIT 11l RENEWABLE SOURCES OF ENERGY 9

Energy resources: Growing energy needs, Nonrenewable resouygess, uses. Energy managem
and conservationNew energy sources, Need of new souragso suitability of establishing renewat
energy sources, different types new energy sources. Applications of hydrogen energy, ocea
resources, Tidal energy conversion. Concept, origin and power plants of geothermalRolergy.an
individual in conservation of energy.



UNIT IV SUSTAINABILITY AND MANAGEMENT 9

Development, GDP, Sustainabilitgoncept, needs and challenge®nomic, social and aspects
sustainabilityfrom unsustainability to sustainabilitpillennium development goals, and protocc
Sustainable Development Godisgets, indicators and intervention areafPrinciples of greer
chemistry, Climate changéslobal, Regional and local environmental issues and possible solu
case studies Role of nongovernmental organization, Concept of carbon credit, carbon footp
Environmental management in industr case study

UNIT V SUSTAINABILITY PRACTICES 9

Zero waste and R concept, circular economy, ISO 18000 series, material life cycle asse
environmental impact assessment. Wasteland reclamation, Sustainable habitat: green buildin
materials, energy efficiency and energy audit, sustainable transports. Energy cycles, carbc
emission and sequestration, Green engineering: sustainable urbanizdmaeconomical anc
technological change. Rainwater harvesting, watershed management, environmental ethics: Is
possible solutions.

TOTAL : 45 PERIODS

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be abld Level
Recognize the fundamental role of ecosystems and suggest an app
CO1 ) i . 3
method for the conservation of biodiversity.
cO2 Describe the different types of pollution, their effects and strategig 3
control pollution.
cO3 Identify the various renewable energy resources and use the appropri 3
thereby conserving nerenewable resources for future generation.
Explain the various goals of sustainable development applicable to s
CO4 . : 2
technological advancement and societal development.
Summarize the various sustainability practices, green materials, €
CO5 : 7 ; . 2
cycles, and the role of green engineering in sustainable urbanization.
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Anubha Kaushi k and C. P. Kaushi kés #nPe
New Age International Publishers, 2022.
Benny Joseph, O6Environment al &dliNewnDelai, 2816.

Gil bert M. Masters, Ol ntroduction to E
Pearson Education, 2004.

4. Allen, D. T. and Shonnard, D. R., Sustainability Engineering: Concepts, Design anc
Studies, Pearson. 2011.

5. Bradley. A.S; Adebayo, A.O., Maria, P. Engineering applications in sustainable desi¢
development, CL Engineering, 2015.

6. Environment Impact Assessment Guidelines, Notification of Government of India, 2006.



7. Mackenthun, K.M., Basic Concepts in Environmental Management, Lewis Public
London, 1998.

REFERCENCES

1. R. K. Trivedi, 6Handbook of Environment
Standardsdé, Vol . Il and I 1, Enviro Medi a

2. Cunningham, W. P. Cooper, T. H. Gor hani ,
Mumbai, 2001.

3. Dhar mendra S. Sengar , OEnvironment al | €
2007.

4. Rajagopal an, R, OCEme@mr €m mesntsalt oSt Qudri eebs,

3dedition, 2015.
5. Er ach Bhar ucha ifText book of Environmen
Blackswan Pvt. Ltd. 3rd edition, 2021.

COURSE ARTICULATION MATRIX

POs PSOs
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 - - - - 3 3 2 - 2 - 1 - -
2 3 - - - - 3 3 2 - 2 - 2 - -
3 3 - 1 - - 3 3 1 - 2 - 1 - -
4 3 - - - - 3 3 3 - 2 - 2 - -
5 3 - - - - 3 3 3 - 2 - 2 - -

3-High, 2-Medium, 1-Low



CS22411 OPERATING SYSTEMS LAB
(Common to CS and AD)

OBJECTIVES
1 To install Linux operating systems and understanding the basics of Unix command ar
programming.
1 To implement various various Memory management and Storage management strate
1 To implement Process Management techniques

LIST OF EXPERIMENTS

1. Installation of Linux operating system
2. ImplementUNIX commands and Shell Programming
3. Process Management using System Calls : Fork, Exit, Getpid, Wait, Close
4. Write C programs to Implement the various File Organization Techniques
5. Implement the following File Allocation Strategies using C programs

a. Sequential b. Indexed c. Linked
6. Write C programs for the implementationFl€FSdisk scheduling algorith
7. Write C programs to implement the various CPU Scheduling Algorithms
8. ImplementhelnterProcess communation strategy
9. ImplementMutual Exclusion by Semaphore

10. Write aC programs to avoid Deadlock using Banker's Algorithm

11.Write a C program to Implement Deadlock Detection Algorithm

12.Write C program to implement Threading

13.Implement théPaging and Segmentatidrechniqus using C program

14.Write C programs to implement the following Memory Allocation Methods
a. First Fit b. Worst Fit c. Best Fit

15.Write C programs to implement the various Page Replacement Algorithms

TOTAL : 45 PERIODS

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:
Standalone desktops with C / C++ / Java / Equivalent complier 30 Nos.
Server with C / C++ / Java / Equivalent complier supporting 30 terminals.



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level
CO1 Define and implement UNIX Commands, 1
co?2 Experiment the various Memory management and Storage manag 3
strategies.
CO3 Demonstrate Process Management techniques 2

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

COURSE ARTICULATION MATRIX

POs

PSOs
COs
1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 1 3 1 1 1 3 3 3 2 1
2 3 1 1 2 2 3 2 1 1 3 1
3 3 3 2 1 2 3 3 1 2 2 2

3-High, 2-Medium, 1-Low




L T P C
AD22411 MACHINE LEARNING LABORATORY

OBJECTIVES

T

To understand the data sets and apply suitable algorithms for selecting the appropriate
for analysis.

To learn to implement supervised and unsupervised machine learning algorithms on ¢
datasets and evaluate the performance.

To compare the performance of different ML algorithms and select the suitable one be
the application.

LIST OF EXPERIMENTS

10.

ImplementLinear Regressionmodelto predict the car price and evaluate the error rate ar
value.

ImplementNaive Bayes Classifieto diagnose CORONA infection usisgandard WHO Dat:
Set.

Implementdecision tree based ID3 algorithm Usethe iris data set for building the decisic
tree and apply this knowledge to classifiyeav sample

ImplementK T Nearest Neighbair to classify the patients suffering from breast cancer.
ImplementSimple Perceptronto represent a boolean function thatlilsearly separabldor
AND, OR, NAND andNOR Logic Gates

ImplementMultilayer Perceptron model to classify a set of documents and meastire
accuracy, precision, and recall.

Build Logistic Regressionto predict the rainfall for the next day aadply this knowledge t«
classify anew sample

Build and train e&Support Vector Machine modéd using Universal Bank records ttassify the
customes who areeligible for taking aCredit Card or not.

ImplementK -Means Clusteringto segment the customers to analyze their spending beha
ImplementXGBoost Regressionto predict the house prices. Analyze the performance o
model by applying various metrics.

TOTAL : 45 PERIODS

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:
HARDWARE:

Standalone desktojs30 Nos. (or) Server supporting 30 terminals or more

SOFTWARE:

Python compiler in Ubuntu OS.



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level
CO1 | Apply suitable algorithms for selecting the appropriate features for anal 3
Apply supervised and unsupervised machine learning algorithms on stg
CO2 3
datasets and evaluate the performance.
Assess and compare the performance of different ML algorithms and s¢
CO3 ) e 3
the suitable one based on the application.
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
COURSE ARTICULATION MATRIX
POs PSOs
COs
1 2 3 4 5 6 7 8 9 |10 11 12 1 2
1 2 2 2 2 2| 2 2 2 2 2 3 3 3 3
2 3 2 3 31 2| 2 2 2 3 3 3 2 3 3
3 3 3 3 3 312 2 2 2 3 3 2 2 3

3-High, 2-Medium, 1-Low




AD22412 WEB DEVELOPMENT AND ANALYTICS
LABORATORY ol ol 31|15

OBJECTIVES:

1 To understand the basiof web page development usidfML, CSSand JavaScript
1 To build dynamicweb pagaising Servlets
1 Tocollect the data and perform tiiéeb Analytics.

List of Experiments:

1.Create a web page with the following using HTML

a) Toembeda map in aweb page

b)  To fix the hot spots in that map

c)  Show all the related information when the hot spots are clicked

d) Use table, Lists, Frames and Images
2. Cascading Style Sheets

a) Cascading style sheets.

b) Embedded style sheets.

c) Inline style sheets.
3.Javascript:

a) Write a JavaScript program to determine whether a given year is a leap year or not
b) Write a JavaScript program to convert temperatures to and from Celsius, Fahrenhe
4 Validate the Registration, user login, user profile and payment by credit card pages using Javi
5.Write programs in Java using Servlets:

a) To invoke servlets from HTML forms

b) Session tracking
6.Write programs in Java to create thtig applications using servlets for conductinglioe
examinations for displaying student mark lists. Assume that student information is available in a
database which has been stored in a database server.
7. Install TOMCAT web server. Convert the static web pages of programs into dynamic web pa(
using servlets (or JSP) and cookies.
8. Compare different web analytics tools, set up experiments and Tests, Analyze and Inter
Results.

TOTAL : 45 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablgd level
CO1 | Design a webstructuredveb pageising HTML, CSS and JavaScript. 2
CO2 | Design dynamic web page using Servlets. 3
CO3 | Collect, clean and analyze the website data. 4
1- Remember, 2Understand, 3Apply, 4- Analyze, 5 Evaluate, 6 Create
REFERENCES:
1. Paul J. Dei tel, Harvey M. Deitel, Pear so
How to Progr amo, Fourth Edition.
COURSE ARTICULATION MATRIX
POs PSOs
COs
1 2 3 4 5 6 7 8 9 | 10| 11 12 1 2
1 1 3 3 2 2 1
2 1 3 3 2
3 1 3 2 1 3 2 2 1

3-High, 2-Medium, 1-Low



COMPUTER NETWORK S L T P1l1C
CS22501

(Common toCSandIT) 3 0 0 3

OBJECTIVES

1 To understand the concepts of computer network and Internet.

To be familiar with real time applications of networks.

To learn the Transport Layer, flow control and congestion control algorithms.
To be exposed to various addressing schemes and routing protocols.

To understand the link, physical layers and error deteatmrection of data.

=4 =4 -4 -4

UNIT | INT RODUCTION TO COMPUTER NETWORK & INTERNET 9

What is InternefThe Network Edgé&lhe Network Core Delay, Loss, and Throughput in Pacl
Switched NetworksProtocol Layers and Their Service Modgl$op Down Vs Bottom Up Approael
Networks Under AttackHistory of Computer Networking and the Internet.

UNIT II APPLICATION LAYER 9

Principles of Network ApplicationsThe Web and HTTPFile Transfer. FTPElectronic Mail in the
Internete DNSO The | nt er net 0 s PeBrio-PeercApmicatonsBasic aperatireg syster
utilities: ping, traceroute, dig, IsefSocket Programming: Creating Network Applications.

UNIT 11l TRANSPORT LAYER 9

Introduction and Transpolttayer Services Multiplexing and Demultiplexingg Connectionless
Transport: UDP Principles of Reliable Data TransféonnectiorOriented Transport: TGRPrinciples
of Congestion ContrelTCP Congestion ControNetwork assisted congestion control.

UNIT IV NETWORK LAYER 9

Introduction Virtual Circuit and Datagram Network¥Vh at 6 s | n s-iThedntermet Ratacd
(IP): IPv4 and IPv6, Addressingiorwarding Fragmentationand Reassemblyin the Internet
Challenges of IPv6Routing Algorithms Routing in the InterneBroadcast and Multicast Routing.

UNIT V DATALINK & PHYSICAL LAYERS 9

Introduction to the Link LayerError-Detection and Correction Techniqu®ultiple Access Links anc
Protocols Switched Local Area Networkd.ink Virtualization: A Network as a Link LayeMWireless
Links and Network CharacteristicsWireless LANs Physical Layer: Digital Transmissiorfi
Multiplexing and Spread SpectrunTransmission Media.

TOTAL (L:45): 45 PERIODS



OUTCOMES:

co ' CO statements RBT
Upon successful completion of the course, the students should be abld level

co1 Students will be able to understand the concepts of computer networ 5
Internet.

cO2 Students will be able to categorize different application layer level prot 5
based on userd6s request.

co3 Students will be able to apply the knowledge of addressing schem 3

various routing protocols in data.

Students will be able to examine the flow of information from one noq
CO4 ) 4
another node in the network.

Students will be able to distinguish the link, physical layers and

CO5 detectioncorrection of data. 4
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. James F. Kurose, Keith WATédDew AppridacloFegturit
t he | n8th&ditione Rearson Education,2D

REFERCENCES

1. Behrouz A. Forouzan, AiData Communicatio
2011.

2. Larry L. Peterson, Bruce S. Davi e, ACorm
Morgan Kaufmann Publishers, 2011.

3. Andrew S. Tanenbaum; David J. Wet her al |
publisher, 2010.

4. Ying-Dar Lin, ReAaHu n g Hwang, Fred Baker, A CSource

Approacho, Mc Gr aw Hi | | Publisher, 2011.



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 - - - - - - - 2 - -
2 - - - - - - - 2 - -
3 - - - - - - - 2 - -
4 - - - - - - - 2 - -
5 2 - - - - - - 2 - -

3-High, 2-Medium, 1-Low




L T P C
CS22502 SOFTWARE ENGINEERING
(Common toaCSandAD) 3 0 0 3
OBJECTIVES
1 Understand generic models to structure the software development process.
1 Understand fundamental concepts of requirements engineering and Analysis modeling.
1 Understand the major considerations for enterprise integration and deployment.
1 Learn various testing and maintenance measures
1 Learn the concepts of Software Quality Assurance and Risk Management.

UNIT | SOFTWARE PROCESS AND PROJECT MANAGEMENT 9

Software Engineering Process Paradigi@hases and models of Software Development lifeey
Project management Process and Project Metri®sftware estimation Empirical estimation mode
planning Risk analysisSoftware project scheduling and Tracking.

UNIT II REQUIREMENTS ANALYSIS AND MODELING 9

Software Requirements: Functional and Namctional, User requirements, System requireme
Software Requirements DocumenCoupling and Cohesien Requirement Engineering Proce:
Feasibility Studies, Requirements elicitation and analysis, requirements validation, requir
management. Classical analysis: Structured system Analysis, PetrDideDictionary.

UNIT I SOFTWARE DESIGN 9

Design process Design Concept®esign Moddl Design Heuristici Architectural Designi
Architectural styles, Architectural Design, Architectural Mapping using Data -Fldser Interface
Design: Interface analysis, Interface Desig@omponent level Design: Designing Class ba
components, traditional Components

UNIT IV TESTING AND PRODUCT METRICS 9

Software testing fundamentaldnternal and external views of Testiadnite box testing basis path
testingcontrol structure testinglack box testing Testing Methodologies System Testing an
Debugging- Product metrics: Software quality, metrics for analysis model, metrics for design r
metrics for source code, metrics for testing, metrics for maintenance.

UNIT V RISK MANAGEMENT AND QUALITY MANAGEMENT 9

Risk Management Reactive vs proactive risk strategies, software risks, risk identification,
projection, risk refinement, RMMM, RMMM plan Quality Management: Quality concepts, softw.
quality assurance, statistical software quality assurance, software reliability, Reverse Enginee
Reengineering.

TOTAL (L:45): 45 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level

CO1 | Student will be to identify the key activities in managing a software projs 3
Student will be able to compare different process models. Concej

CO2 . ; : : : 2
requirements engineering and Analysis Modelling.

coO3 Student will be able to apply systematic procedure for software desig 3
deployment.

co4 Student will be able to compare and contrast the various testing and p 3
metrics.
Student will be able to recognize the concepts of Software QL

CO5 . : . 3
Assurance, Risk Management and Reverse Engineering

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Roger S. Pressman,i Al SPorfatcwairtel obEnnegridnse eArpi pnr
Graw-Hill International Edition, 2010
2. Software Engineeringsommerville, 7th edition, Pearson Education

REFERCENCES

1. lan Sommervill e, ASoftware Engineeringo

2. Rajib Mall, AFundament als of Software
Limited, 2009.

3. Stephen R. Schach, nSof t wid Publisting GdmpaayeLimiteu
2007,



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 - - - - - - - - 2 -
2 - - - - - - - - 3 -
3 - - - - - - - - 1 -
4 - - - - - - - - 2 -
5 - - - - - - - - 1 -

3-High, 2-Medium, 1-Low




INTERNET OF THINGS AND ITS L T P C
AD22501 APPLICATIONS
3 0 0 3
OBJECTIVES
1 To introduce the terminology, technology and its applications
1 To introduce the concept of M2M (machine to machine) with necessary protocols
1 To introduce the Python Scripting Language which is used in many IoT devices
1 To introduce the Raspberry PI platform, that is widely used in 10T applications.
1 To apply the concept of Internet of Things in the real world scenario
UNIT | INTRODUCTION TO INTERNET OF THINGS 9
Definition and characteristics of I0T, Physical design of 10T, Things in 10T, IoT Protocols, Lc
Design of | 0T, |l oT functional bl ocks, l oT

enabling Technologies Wireless sensor networks, Cloud Computing, Big Data Ang
Communication protocols, embedded systems. I0T Levels and Deployment templates

UNIT I IOT PHYSICAL DEVICES AND ENDPOINTS 9

IoT device- Basic Building blocks of an loT Device, Exemplary Device: Raspberry Pi, Abou
Board, Linux on Raspberry Pi, Raspberry Pi Interfaces, other 10T deRiaspberry Pimplementation
of smart traffic control system.

UNIT I IOT AND M2M 9

Software defined networks, network function virtualization, difference between SDN and NFV f
Basics of IoT System Management with NETCOZF, YANGETCONF, YANG, SNMP NETOPEER
SDN implementation of network traffic analysis and bandwidth allocation.

UNIT IV |IOT PLATFORMS DESIGN METHODOLOGY 9

loT Design and MethodologyPurpose and requirements specification, Process specificBtonain
model specification, Information model specification, service specification, 10T &pedification,
functional view specification, Operational view specification, Device and component integ
application development

UNIT V DOMAIN SPECIFIC IOT 9

Home Automationi loT in Cities, Environment 10T in smart grids, retails, logisticé 10T in
agriculture, Industry, health & lifestyle, Smart Lighting, Home Intrusion Detection, Smart Pa
Weather Monitoring, Reporting System & Bot, Air Pollution Monitoring, Forest Fire Detection
Printer.

TOTAL (L:45): 45PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablg Level

CO1 | Students will be able to understand the vision of 10T 2

CO2 | Students will be exemplifying the application of IoT in various domains 2
Students will be able to understand the differences and similarities be

CO3 2
loT and M2M
Students will be able to interpret the different loT platforms de

CO4 2
methodology

CO5 | Students will be illustrating various IoT physical devices 2

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

TEXT BOOKS

1. Internet of Thingg A Handson Approach, ArshdeepBahga and Vijay Madiséthjversities
Press, 2015, ISBN: 9788173719547

REFERCENCES

1. Getting Started with Raspberry Pi, Mat t
ISBN: 9789350239759

2. Dieter Uckel mann, Mar k Harrison, Mi c hah
Thingsd¢&¢, Springer, 2011

3. Honbo Zhou, The Internet of Things in t
2012.

Jan Hdler, VlasiosTsiatsis , Catherine Mulligan, Stamatis , Karnouskos, Stefan Avesand.

David Boyle, "From Machin¢o-Machine to the Internet of ThingBitroduction to a New Age
of Intelligence", Elsevier, 2014



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 2 2 2 2 3 3 2 2 2 2
2 3 2 2 2 2 3 3 3 3 3
3 3 2 2 2 2 3 3 3 3 3
4 3 2 2 2 3 3 3 3 3
5 2 2 2 2 3 3 3 2 2

3-High, 2-Medium, 1-Low




AD22502 AUTOMATA THEORY L1 T | P|C

OBJECTIVES
1 To learn the various computing models and the design principles of Compiler.
To understand the various analysis techniques.
To understand the various syntax directed translatbemes
To learn how to optimize the code.
To analyze how to obtain specific object code from source language.

= =4 =4 A

UNIT I INTRODUCTION TO FINITE AUTOMATA 9
Introduction Basic Mathematical Notations and TechnigquEemite State Machiné Basic Definitionsi
Finite Automatoni DFA & NFA T Fi ni t e Aut o mavesd rReguar tamguagesRegular
Expressioni Equivalence of NFA and DFA Equi val ence of N F A Grsoves i
Equivalence of finite Automaton and regular expressidvisiimization of DFA.

UNIT I LEXI CAL AND SYNTAX ANALYSIS 9

Lexical Analysis-Translators-The Phasesf CompilerErrors Encountered in Different Phas€ompiler
Construction ToolsRole of Lexical AnalyzeGpecification of Tokerid EX.

Syntax AnalysisRole of the ParserTop Down Parsing Predictive ParselL(1) ParsefShift Reduce
ParseiLR ParseiSLR ParselY ACC.

UNIT Il SYNTAX DIRECTED TRANSLATION 9

Syntax Directed Definitions Intermediate Code Generatidtepresentation and Implentation Types And
DeclarationsType Checking Control Flow Statemen#Back Patching Procedures.

UNIT IV CODE OPTIMIZATION AND RUN TIME ENVIRONMENT 9

Code Optimization -Principal Sources of OptimizatiGhDAG i Data flow analyses: constant propagati
Liveliness analysis, common sub expression elimination.

Run-time Environment- Source Language issuésStorage Organization Storage Allocation Strategiies
Access to no#local name$ Parameter PassifigDynamic Storage Allocation

UNIT V CODE GENERATION 9

Issues in the design of code generatdihe target maching Runtime Storage managemieasicBlocks
and Flow Graphs Next-use Informatiori A simple Code generatoPeephole Optimization.

TOTAL : 45PERIODS



OUTCOMES:

CO statements RBT
Upon successful completion of the course, the students should be ablet| Level

co1 Examine the various deterministic and rdwterministic machines for 2
language processing system.

CO

CO2 | Formulate and to analyze various phases of compilation. 3
CO3 | Choose the compiler construction tools for analysis and synthesis phase. 3
CO4 | Examine the various optimization techniques. 3
CO5 | Design code generators for the specified machine. 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

TEXT BOOKS
1. John. E . Hopcroft, Rajiv Motwani and Jel
Languages and Computationo, Third Edition

2. Al fred Aho, Ravi Set hi and Jeffrey D UII
Second Edition, Pearson Education, 2013.

REFERCENCES
1. Al exander Meduna, Petr Zemek, 6 Regul ated
2. TorbenMogensen, ABasics of Compiler Designo,

COURSE ARTICULATION MATRIX

POs PSOs
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 3 3 3 - - - - - - 3 - 3 3
2 3 - 3 3 - - - - - - 3 - 3 3
3 3 - 3 3 3 - - - - - 3 - 3 3
4 3 3 3 3 3 - - - - - 3 - 3 3
5 2 3 3 3 3 - - - - - 3 - 3 3

3-High, 2-Medium, 1-L o w-9i no correlation



COMPUTER NETWORKS LAB ORATORY L T P1l1C

CS22511

(Common to CS and AD) 0O O 3 |15

OBJECTIVES

1 To learn socket programming.
1 To be familiar with simulation tools.
1 To havehands on experience on various networking protocols

LIST OF EXPERIMENTS

1. Write a program to implement
a) Bit Stuffing
b) CRC.
. Study of Socket Programming and CliSgrver model
3. Applications using TCP Sockets
a) Date and Time server & client
b) Echo server & client, etc
c) Chat
d) File transfer
4. Applications using UDP Sockets
a) DNS
5. Simulation of Stop and Wait Protocol and Sliding Window Protocol.
6. Simulation of ARP /RARP protocols.
7. Learn to use commands like tcpdump, netstat, ifconfig, nslookup and traceroute. Capture
and traceroute PDUs using a network protocol analyzer and examine.
8. Write a program to implement RMI (Remote Method Invocation)
9. Write a program to implement subnetting and find the subnet for a given IP.
10. Using Cisco Packet Tracer, do the following
a) Establish a Local Area Network (LAN) with 4 hosts and a switch/Hub
b) Connect two LANs using multbuter topology with static routes
11. Study of Network simulator (NS)and Simulation of Congestion Control Algorithms using N
12.Perform a case study about the following routing algorithms to select the netwovkitpats
optimum and economical during data transfer.
a) Link State routing protocol
b) Distance vector routing protocol

N

TOTAL : 45 PERIODS



LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:

Standalone desktops with C / C++ / Java / Equivalent complier 30 Nos.
Network simulator like NS2NS3/Glomosim/OPNET/ EquivalehWireshark

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablg level
CO1 | Students will be able to demonstrate various simulation.tools 3
Students will be able to gain the knowledge and implement various pro
CO2 : 3
used at different layers.
Students will be able to understand the major software and har
CO3 . 3
technologies used on computer networks.
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
COURSE ARTICULATION MATRIX
POs PSOs
COs
1 2 3 4 5 6 7 8 9 |10| 112 12 1 2
1 3 1 3 1 1 - - - 113 3 3 2 1
2 3 1 1 2 2 - - - 3 2 1 1 3 1
3 3 3 2 1 2 - - - 3 3 1 2 2 2

3-High, 2-Medium, 1-Low



INTERNET OF THINGS AND ITS LlT!lperplcC
AD22511 APPLICATIONS LABORATORY

OBJECTIVES

1 To learn the Arduino / Raspberry Pi peripherals and programming.
1 To be familiar with various sensors and actuators.
1 To have hands on experience on Store, Retrieve and explore the data from the sensors.

LIST OF EXPERIMENTS

1. Install the IDE of the Arduino and study the programming in the development environmer
2. Implement the following using Arduino
a. Peripheral interfacing with 10T kit
b. Working with LED, SWITCH and BUZZER
c. Simulation of Traffic Light
d. Controlling LED intensity using PWM signal
Study the Temperature sensor and Write Program for monitoring temperature using Ardu
Implement RFID, NFC using Arduino.
Implement MQTT protocol using Arduino.
Implement a experimental setup using Relay Controls and Motion detection.
Store, Retrieve and explore the data from the sensors to Cloud Environment.
Study and Configure Raspberry Pi.
WAP for LED blink using Raspberry Pi.
10 Study and Implement Zigbee Protocol using Arduino / Raspberry Pi.
11.Develop Video Surveillance application using 10T
12. A project to be implemented covering all 10T phases using Raspberry Pi / Arduino.

TOTAL : 45PERIODS

©ONOUAW®

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:
Arduino Uno- 8 Nos
Raspberry Pi 1 No

DHT sensor 8 Nos

PIR Sensof 8 Nos
Ultrasonic Sensofr8 Nos
Node MCU- 8 Nos

A to B cable- 8 Nos
LED

USB cables

Jumper Wires

E R



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level

CO1 | Students will be able tarite program in the Arduino IDE. 3

CO2 | Students will be able tonplement the IoT applications. 3

CO3 | Students will be able tieverage sensors date in the cloud environment. 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
COURSE ARTICULATION MATRIX
POs PSOs
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 2 2 2 2 2 2 2 2 2 2 3 3 3 3
2 3 2 3 3] 2 2 2 2 3 3 3 P 3 3
3 3 3 3 3 3 2 2 2 2 3 3 2 2 3

3-High, 2-Medium, 1-Low




CRYPTOGRAPHY AND NETWORK SECURITY L T Pl C

CS22601

(Common to CS and AD) 3 0 0 3

OBJECTIVES
1 Understand OSI security architecture, Classical Encryption techniques and acquire fund
knowledge on the concepts of finite fields and number theory.
Understand various Private and Public Key cryptographic algorithms.
To learn about hash functions and digital signature algorithms.
Understand about Authentication Applications and System Security
Acquire knowledge in various network security models

= =4 4 A

UNIT | INTRODUCTION & NUMBER THEORY 9

Services, Mechanisms and akathe OSI security architecturé-INITE FIELDS AND NUMBER
THEORY: Groups, Rings, Fielddodular arithmetieEu c | i d s -Firaté fgeldss Potyriommal
Arithmetici Prime numbers-er mat s and E aéseng fos primalitye-oTheeQfminese
remainder heorem Discrete logarithms. Network security mod#&lhssical Encryption technique
(Symmetric cipher model, substitution techniques, transposition techniques, steganography).

UNIT II PRIVATE & PUBLICKEYCRYPTOGRAPHY 9

Simplified DES- Data Encryption Standard(DES)ock cipher principles Double DES Triple DES-
Advanced Encryption Standard (AESlowfish-RC5 algorithm block cipher modes of operatio
Public key cryptography: Principles of public key cryptosystdims RSA algorithrKey managemen
- Diffie Hellman Key exchangeElliptic curve cryptography Diffie and Hellman key exchange usit
Elliptical Curvei Elgamal Cryptosystem using ECC.

UNIT 11l HASH FUNCTIONS ANDDIGITAL SIGNATURES 9

Authentication requiremerit Authentication functioni MAC 1 Hash functioni Security of hast
function and MACi MD5 - SHA - HMAC i CMAC - Digital signature and authentication protocc
DSSi El Gamali Schnorri RSA- Elliptical curves NIST Digital Signature Algorithms.

UNIT IV SECURITY PRACTICE &SYSTEMSECURITY 9

Authentication applications Kerberosi X.509 Authentication servicesinternet Firewalls for Truste:
System: Roles of FirewalisFirewall related terminologyTypes of Firewalls Firewall designs SET
for E-Commerce Transactions. Intrudirintrusion detection systerm Virus and related threafts
Countermeasures Firewalls design principles Trusted systems Secured Coding OWASP/SANS
Top Vulnerabilities.

UNIT V E-MAIL, IP &WEBSECURITY 9

E-mail Security: Security Services for-rgail-attacks possible through-fgail - establishing key:
privacy-authentication of the Sourddessage IntegrigNon-RepudiatiorPretty Good Privacy



S/MIME. IPSecurity: Overview of IPSeclP and IPv6Authentication HeadeEncapsulation Securit
Payload (ESP)nternet Key Exchange (Phases of IKE, ISAKMP/IKE Encoding). Web Security: S
Socket layer & Transport Layer Security.

TOTAL: 45 PERIODS

OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level

CO1 | Solve problems in number theory and its concepts 3

CO2 | Compare various Cryptographic Techniques 4

CO3 | Implement various Authentication algorithms 3

CO4 | Design Secure applications 3

CO5 | Inject secure coding in the developed applications 4

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

TEXT BOOKS

1. William Stallings, Cryptography and Network Security, 6 th Edition, Pearson Educ
September 2016.

2. Charlie Kauf man, Radia Perl man and Mi k-
India, 2002.

REFERCENCES

1. Behrouz A. Ferouzan, ACryptogr aph2007.& Ne-

2. Man Young Rhee, Nl nternet Security: Cry
Wiley Publications2003.
3. Charles Pfleeger, fnSecurity in CaOPuULtiInN

4. Ul ysess Bl ack, Al nternet SecWw®oOD.ty Proto



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 - - - - 3 2 3 1 1 2
2 1 - - - 2 1 1 2 2 2
3 1 - - - 2 2 1 1 1 2
4 - - - - 1 2 1 2 1 2
5 1 - - - 3 2 3 2 2 1

3-High, 2-Medium, 1-Low




DEEP LEARNING ALGORITHMS: THEORY L{T|P]C
AND PRACTICES

AD22609

OBJECTIVES

1 To understand the basic concepts of deep learning and linear networks.
To gain knowledge on building multilayer perceptron.
To provide insights on convolutional neural networks and modern CNN architectures.
To introduce basic and advanced recurrent neural networks for sequence learning.
To learn about various attention mechanism.

=4 =4 4 A

UNIT | LINEAR NEURAL NETWORKS 9+3

Introduction to deep learning Linear Neural Networks for Regression: Linear Regressio
Generalizationi Weight Decay. Linear Neural Networks for Classification: Softmax Regressi
Generalization in ClassificatiagnEnvironment and Distribution Shift.

Activities:

1. Linear Regression Generating the Synthetic Regression Dataset, Reading the Di
Initializing Model Parameters, Defining the Model, Defining the Loss Function, Definini
Optimization Algorithm, Training and Testing.

2. Softmax Regression Initializing Model Parameters, Defining the Model, Defining the L
Function, Classification Accuracy, Model Training and Prediction

UNIT Il DEEP NEURAL NETWORKS 9+3

Multilayer Perceptron: Implementation Forward Propagation, Backward Propagation
Computational Graphs Numerical Stability and Initializationi Generalization in Multilayel
Perceptroni Dropouti Layers and Module$ Parameter ManagementParameter Initialization
Lazy Initializationi Custom Layer§ Computing Devices: Neural NetworksTensors GPUSs.

Activities:
1. Solving XOR problem using Multilayer Perceptron.
2. Speech recognition using Deep Neural Network.

UNIT 11l CONVOLUTIONAL NEURAL NETWORKS 9+3

Fully Connected Layers to convolutionsConvolutions for Images Padding and Stridé Multiple
Input and Multiple Output Channeis Poolingi Modern Convolutional Neural Networks: LeN¢
AlexNet, VGG, NiN, GoogleNet, ResNet, ResNeXt, DenséNdyperparameter tuning Grid Search,
Randomized Search, Bayesian Optimization.

Activities:
1. Handwritten Digit Recognition using Convolutional Neural Network to digitize hu
handwritten digits.



2. Imagebased object classification using GoogleNet.

UNIT IV RECURRENT NEURAL NETWORKS 9+3

Working with sequenceis Conversion of raw data into sequence ddtanguage Model$ Recurrent
Neural Networks Backpropagation through tinieModern Recurrent Neural Networks: Long Sh
Term Networks Gated Recurrent Units Deep Recurrent Neural Network®8idirectional Recurren
Neural Networkss Machine Translation Encoderi Decoder Architecturé Sequence to Sequen
Learning for Machine Translation.

Activities:
1. Categorize opinions in text using Long Short Term Networks.
2. Machine Translation using Gated Recurrent Units.

UNIT V ATTENTION MECHANISM AND TRANSFORMERS 9+3

Attention Pooling by Similarity Attention Scoring Functions The Bahdanau Attention Mechanign
Multi 7 Head Attentioni Self Attention and Positional EncodifigThe Transformer Architecturg
Transformers for Visioni Large Scale Pretraining with TransformeérsGenerative Adversarie
Networksi Transfer Learning.

Activities:

1. Stock predictions with MultHead Attention.
2. Image Augmentation using Generative Adversarial Networks.

TOTAL (L:45 & P:15) : 60 PERIODS

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be abld level
CO1 | Build linear neural network models for regression and classification. 2
CO2 | Implement multilayer perceptron for real world problems. 3
CO3 | Construct various convolutional neural network frameworks. 3
Construct solutions for sequential problems using recurrent neural net
CO4 ) . 3
and its variants.
CO5 Develop deep learning architectures using attention mechanism to 3
complex problems.
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Aston Zhang, Zachary C. Lipton, Mu Li,
Cambridge University Press, First Edition, 2021.



2. Bengio Y, Goodfellow I, Courville A, AD

3. Simon Haykin, ANeur al Net wor ks and Lear

REFERCENCES

1. Charu C. Aggar wal , ANeur al Net wor ks P
International Publishing, 2018.
Charniak E, olntroduction to deep | earn

3. Josh Patterson, Adam Gi bson, fADeep Lear
2017.

4. Umbert o Michelucci, 0 ApbpsedApmoadh édpderstanding Be
Neur al Net workso, Apress, 2018.

5. Ni khil Buduma, Ni chol as Locasci o, A Fu-n
Generation Machine Intelligence Al gorit

COURSE ARTICULATION MATRIX

POS PSOS
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 1 2 2 - - - - 3 2 3 1 1 2
2 2 2 3 1 1 - - - 2 1 1 2 2 2
3 1 3 2 2 1 - - - 2 2 1 1 1 2
4 1 3 3 3 - - - - 1 2 1 2 1 2
5 3 1 2 1 1 - - - 3 2 3 2 2 1

3-High, 2-Medium, 1-Low



AD22601 REINFORCEMENT LEARNING TECHNIQUES

OBJECTIVES

Learnthe basicconcepts oprobability theory and random variables.
Learn Reinforcement Learning basics and Markov decision process
Understand Mont€arlo methods and Temporal Difference learning.
Understand policy gradient methods.

Learn the applications and case studies of reinforcement learning.

=4 =4 4 4 2

UNIT | INTRODUCTION TO REINFORCEMENT LEARNING 9

Reinforcement Learning Examples, Elements of Reinforcement Learning, Limitations and Scop
extended example: HEacToe, Early history of Reinforcement Learning; Mwdtimed BanditsA k-
armed Bandit problem, Actiewalue Methods, Gradient Bandit algorithe&ssociative Search.

UNIT 1l FINITE MARKOV DECISION PROCESS 9

The AgemtEnvironment Interface, Goals and Rewards, Policies and Value functions, Optimal F
and Optimal Value functions; Dynamic ProgramminBolicy Evaluation, Policy Improvement, Polit
Iteration, Value Iteration.

UNIT Il MONTE CARLO METHODS AND TEMPORAL -DIFFERENCE 9
LEARNING

Monte Carlo Methods Monte Carlo Prediction, Monte Carlo Estimation of Actiaiues, Monte

Carlo control, OffPolicy Monte Carlo control; Temporalifference Learningi TD prediction,

Advantages of TD Prediction Methods, Optimality of TD(0), SARSA,&arning, Expected SARSA.

UNIT IV FUNCTION APPROXIMATION AND POLICY GRADIENTS 9

Getting started with the function approximation methods, Revisiting risk minimization, gradient d
from Machine Learning, Gradient MC and Segnadient TD(0) algorithms, Eligibility trace fc
function approximation, After states, Control with function approximation, Least squares, Expt
replay in deep ENetworks; Policy Gradient MethodsPolicy approximation and its advantages, Po
Gradient Theorem, REINFORCE, Actoritic methods, Policy gradient for Continuing Probler
Policy Parameterization for Continuous actions.

UNIT V APPLICATIONS AND CASE STUDIES 9

Deep Reinforcement LearningDeep QLearning, Valuebased Deep RL: Deep-@etwork, Policy
based Deep RL: REINFORCE, Blackjack Game, Frozen Lake Environment, Recycling Robc
Gammon, Samuel 6 s Chec k édouble Wdgerigge Human Wevel Videno Gar
Play, AlphaGo, AlphaGo Zero, Personalized Web Services, Thermal Soaring.

TOTAL (L:45): 45PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld Level

CO1 | Apply the basic concepts of probability theory and random variables 3

CO2 | Apply Reinforcement Learning basics and Markov decision process 3

coO3 Estimate MonteCarlo methods and various Temporal Difference lear 4
algorithms

CO4 | Analyze function approximation and policy gradient methods 4

COS5 | Apply reinforcement learning algorithms for various applications 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Richard S. Sutton and Andrew G. Barto, "Reinforcement learning: An introduction”, S

Edition, MIT Press, 2019

2. Alberto LeonGarcia, Probability, Statistics, and Random Processes for Electrical Engine:

3 Edition, 2008.

REFERCENCES

1. Li, Yuxi. "Deep reinforcement learning." arXiv preprint arXiv:1810.06339 (2018).

2. Wiering, Marco, and Martijn Van Otterlo. "Reinforcement learning." Adaptation, learning

optimization 12 (2012)




COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 1 1 - - 1 2 1 2 1 1
2 2 - - - 2 1 2 1 3 3
3 2 - - - 3 2 2 2 3 2
4 1 - - - 2 2 2 2 2 1
5 1 - - - 2 1 1 1 2 1

3-High, 2-Medium, 1-Low




AD22602 HEALTHCARE ANALYTICS L] T|P]|C

OBJECTIVES

Understand the health data formats, health care policy, and standards.

Learn the significance and need of data analysis and data visualization.
Understand the health data management frameworks.

Learn the use of machine learning and deep learning algorithms in healthcare.
Apply healthcare analytics for critical care applications.

= =4 =4 A A

UNIT I INTRODUCTION TO HEALTHCARE ANALYTICS 9
Introduction to Healthcare AnalyticsData Source®ata TypesElectronic Health Records (EHR)
Components of EHFStandards for EHRCoding System®&enefits of EHRBarriers and Challenges «
using EHR Dat&Phenotyping Algorithms Clinical Document ArchitecturAims and objectives of CDA
Levels of CDA CDA identifiers Design of a CDA documentntroductiorDICOM and other standard:
Biomedical Imaging Modalities.

UNIT I E-HEALTH DATA SOURCES 9

Body Area NetworksMobile Health TechnologiesSocial Networks on Healthcafdloud Computing on-e
Health-Security and Privacy in-Elealth Applications over the ClotMedicare valugased programs: Th
Hospital Value Based Purchasing (HVBP) program, The Hospital Readmission Reduction (HRR) p
The HospitalAcquired Conditions (HAC) program.

UNIT 1 BIOMEDICAL DATA PROCESSING 9

Revisit of Deep Learning DFF network CNN RNN for Sequence$ Biomedical Image and Signi
Analysisi Natural Language Processing and Data Mining for Clinical Dafabile Imaging and Analytics
T Clinical Decision Support System.

UNIT IV DATA ANALYTICS FOR HEALTHCARE 9

Natural Language Processing for Clinical Text Miningemporal Data Mining for Healthcare Dat
Information Retrieval for Healthcar€ase Study: Gene Expression data analysis in cloud.

UNIT V CASE STUDIES 9

Early identification of a disease from clinical d&eedicting Mortality for cardiology PracticeSmart
Ambulance System using IOiTHospital Acquired Conditions (HAC) prograrflealthcare and Emergin
Technologies Identification of retinopathyECG Data AnalysiDescriptive Model for Poirdf-Care.

TOTAL : 45 PERIODS



OUTCOMES:

CO CO statements RBT
Upon successful completion of the course, the students should be ablet| Level
CO1 [ Identify various types of clinical data and clinical standards. 2
CO2 | Select appropriatetechnologies for healthcare systems. 3
cO3 Evaluate the need of healthcare data analysisheasthcare, telemedicine al 5
other critical care applications
CO4 | Measure and analyze the quality of healthcare systems. 3
CO5 | Design a suitable prediction model for real time healthcare analytics. 4
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS
1. Chandan K. Reddy, Charu C. Aggarwal, fAHeal
REFERCENCES
1. Joel J. P.C. Rodr i gues, $$laaithdSystems: Theoaylaredl d e
Technical Applicationso, | STE Press and E
2. Nilanjan Dey, Amira Ashour Si mon James
Management, First Edition, Academic Press, 2018.
3. Kul kar ni . Siarry, Singh , Abraham, Zhang

Springer, 2020.



COURSE ARTICULATION MATRIX

POs PSOs
COs

1 2 3 4 5 6 7 8 9 |10 | 11 12 1 2
1 3 3 3 3 3 2 - - 3 2 1 3 3 3
2 3 3 3 3 3 2 - - 3 2 1 3 3 3
3 3 3 3 3 3 2 - - 3 2 1 3 3 3
4 3 3 3 3 3 2 - < 3 2 1 3 3 3
5 3 3 3 3 3 2 - - 3 2 1 3 3 3

3-High, 2-Medium, 1-Low



CS22611 LABORATORY

CRYPTOGRAPHY AND NETWORK SECURITY

(Common to CS and AD) O 0] 31|15

OBJECTIVES

T
T
T
T

Learn to implement fundamental algorithms in Number Theory

Be exposed to the different cipher techniques

Learn to implement the algorithms DES, RSA,MD5,SHA

Learn to use network security tools like GnuPG, KF sensor, Net Strumbler

LIST OF EXPERIMENTS

N o oA

© ®

10.

Number Theory

a) Implementation of Euclidean Algorithm to find GCD between two numbers.

b) Implementation of Extended Euclid Algorithm to find Inverse Modulo.

c) Implementation of Euler Totient function.

d | mpl ementation of Miller and Rabinds

Substitution Ciphers

a) Implementation of Caesar Cipher usitf++/Java

b) Implementation of Playfair Cipher usi@C++/Java

c) Implementation of Hill Cipher usinG/C++/Java

d) Implementation of Vigenere Cipher usi@fC++/Java

e) Implementation of one time pad algorithm us@/¢++/Java

Transpositional Ciphers
a) Implementation of Rail fence usiiy/C++/Java
b) Implementation of row & Column Transformation cipher usgig++/Java

Implementation of SDES Algorithm usir@/C++/Java

Implementation of RSA Algorithm using/C++/Java

Implementation of DiffieeHellman Exchange Algorithm usir@/C++/Java.

Implementation of Digital signature algorithm (Elgamal Digital Signaflgerithm) using C/
C++/Java

Setup a honey pot and monitor the honeypot on network (KF Sensor)

Verification of Integrity Check (MD5 Tool)

Demonstrate IDS using Snort.

TOTAL : 45 PERIODS



LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:
SOFTWARE:

1 C / C++ / Java or equivalent compiler GnuPG, KF Sensor or Equivalent, Snort, Net Stum

Equivalent

HARDWARE:
1 Standalone desktops 30 Nos

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be abld level
co1 Implement the fundamental algorithms of Number theory and c 3
techniques
CO2 | Develop the various security algorithms 3
CO3 | Use different open source tools for network security and analysis 4
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
COURSE ARTICULATION MATRIX
POs PSOs

COs

3-High, 2-Medium, 1-Low



REINFORCEMENT LEARNING TECHNIQUES LlT!lperplcC
AD22611 LABORATORY

OBJECTIVES

1 Learnthebasicconcepts oprobability theory and random variables
Learn Reinforcement Learning basics and Markov decision process
Understand Mont€arlo methods and Temporal Difference learning
Understand policy gradient methods
Learn the applications and case studies of reinforcement learning

=4 =4 4 A

LIST OF EXPERIMENTS
Implementvalue iteration and policy iteration algorithms

Elucidate value iteration and policy it:¢
ImplementQ-learningalgorithmfor frozen lake environment
ImplementFirst-Visit Monte Carlo Policy evaluatiofor Blackjack game

Develop a snple reinforcement learning algorithm for agents to learn the garectioe
Apply value iteration to find the optimum poliéyr grid world environment

Generate random walk using Markov process

Implement QLearning algorithm for Recycling Robot

. Implement OffPolicy TD algorithm forCliff Walking

10 Implement OAPolicy TD algorithm for Frozen Lake environment

=

© N ORWODN

TOTAL : 45 PERIODS

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS:

HARDWARE:
Standalone desktojs30 Nos.
SOFTWARE:
CloudSim simulator, Oracle VM VirtualBox, Eucalyptus or Open Nebula or equivalent

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablgd level
CO1 | Apply the basic concepts of probability theory and random variables. 3
CO2 Estimate MonteCarlo methods and various Temporal Difference lear 4
algorithms.
CO3 | Analyze function approximation and policy gradient methods. 4

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create



COURSE ARTICULATION MATRIX

POs PSOs

COs
5 6 7 8 9 10 11 12 2
1 2 2 2 2 2 2 3 3 3
2 2 2 2 2 3 3 3 2 3
3 3 2 2 2 2 3 3 2 3

3-High, 2-Medium, 1-Low




ETHICS FOR COMPUTER PROFESSIONALS L T Pl C

CS22701

(Common to CS and AD) 3 0 0 3

OBJECTIVES
1 To provide knowledge and understanding of Morals and Ethics.
To provide a fundamental ethics basics in engineering.
To acquire knowledge on Al ethics initiatives.
To understand robotic ethics in technology.
To understand global issues and perform their role based on ethics

=4 =4 4 A

UNIT | HUMAN VALUES 9
Morals, values and Ethids Integrity i Work ethici Service learning Civic virtue i Respect for
othersi Living peacefullyi Caringi Sharingi Honestyi Couragei Valuing timei Cooperation

Commitmenti Empathyi Self confidencei Characteri Spirituality i Introduction to Yoga anc
meditation for professional excellence and stress management

UNIT I ENGINEERING ETHICS 9

Ethics and Excellence in Engineeri®ije n s es o f 0 E nigvarietg & morahigsuek Tyhes
of inquiry i Moral dilemmas Moral Autonomyi Ko h | b e r giéGsi |tl h egoariyGansernsir
and Controversy Models of professional rolesTheories about right actidnSelf-interesti Customs
and Religion’ Uses of Ethical Theories.

UNIT 11l Al - ETHICAL SPIRIT 9

International ethical initiativekthical harms and concer@ase study: Healthcare Robo
Autonomous Vehicles , Warfare and Weaponization.

UNIT IV ROBOETHICS: SOCIAL AND ETHICAL IMPLICATION OF ROBOTICS 9

RobotRoboethics Ethics and Morality Moral TheoriesEthics in Science and Technolog\Ethical
Issues in an ICT SocietyHarmonization of PrinciplesEthics and Professional Responsibili
Roboethics Taxonomy.

UNIT V GLOBAL ISSUES 9

Multinational Corporations Environmental Ethic§ Computer Ethic§ Weapons Developmerit
Engineers as ManageirConsulting Engineers Engineers as Expert Witnesses and Advisdvoral
Leadershig Code of Conduct Corporate Social Responsibility.

TOTAL: 45 PERIODS



OUTCOMES:

co CO statements RBT

Upon successful completion of the course, the students should be abld level
CO1 | Students can understand the importance moral, ethics and humanity. 2
CO2 | Students can analyse and take decision based on situation 3
CO3 | Students can understand the Al actions in ethics. 3
CO4 | Students analyze robo ethics in technology 4
CO5 | Students apply ethics in their professional role. 3

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS
1. Mi ke W. Martin and Roland Schinzinger,
Delhi, 2015.

2. Govindarajan M, Natarajan S, Sent hi l K

India, New Delhi, 2004.

3. Y. Eleanor Bird, Jasmin Fe&kelly, Nicola Jenner, Ruth Larbey, Emma Weitkamp and /
Wi nfield , 0The et hics of artificial i n
Parliamentary Research Service Scientific Foresight Unit (STOA) PE 634Magch 2020

REFERCENCES

1. Charles B. Fleddermann, AENngineering Et
2. https://scihub.mksa.top/10.1007/978540-303015 65



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 1 - - - 1 2 1 1 3 1
2 1 - - - 1 2 1 1 3 3
3 3 - - - 2 1 1 2 3 2
4 2 - - - 2 2 3 1 2 1
5 3 - - - 2 3 3 3 1 3

3-High, 2-Medium, 1-Low




AD22021 HUMAN COMPUTER INTERACTION

OBJECTIVES

1 To learn the foundations of Human Computer Interaction.

1 To become familiar with the design technologies for individuals and persons with disabilit

1 To understand and analyze the cognitive models in Hu@memputer Interaction (HCI) and
their relevance in designing user interfaces.

1 To be aware of mobile HCI.

1 To learn the guidelines for user interface.

UNIT | FOUNDATIONS OF HCI 9

The Human: I/O channels MemoryT Reasoning and problem solving; The Computer: Devices
Memory i processing and networks; Interaction: Model$rameworksi Ergonomicsi stylesi
elementd interactivity Paradigms-: Case Studies

UNIT 1l DESIGN & SOFTWARE PROCESS 9

Interactive Design: Basic$ processi scenariosi navigationi screen desigri Iteration and
prototyping. HCI in software process: Software life cytleisability engineering Prototyping in
practicei design rationale. Design rules: principles, standards, guidelines, rules. Evaluation Tec
i Universal Design

UNIT I MODELS AND THEORIES 9

HCI Models: Cognitive models: SociOrganizational issues and stakeholder requiremén
Communication and collaboration modélgpertext, Multimedia and WWW

UNIT IV MOBILE HCI 9

Mobile Ecosystem: Platforms, Application framewaorkis/pes of Mobile Applications: Widgets,
Applications, GamesMobile Information Architecture, Mobile 2.0, Mobile Design: Elements
Mobile Design, Tools: Case Studies

UNIT V WEB INTERFACE DESIGN 9

Designing Web Interfaceis Drag & Drop, Direct Selection, Contextual Tools, Overlays, Inlays a
Virtual Pages, Process FlovCase Studies

TOTAL : 45 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level

CO1 | Design effective dialog for HCI 3

CO2 | Design effective HCI for individuals and persons with disabilities. 3

CO3 | Assess the importance of user feedback. 4
Explain the HCI implications for designing multimedia/ ecommerce

CO4 : ) 2
learning Web sites.

COS5 | Develop meaningful user interface. 3

1- Remember, 2Understand, 3Apply, 4- Analyse,5- Evaluate, 6 Create
TEXT BOOKS

1. Al an Dix, Janet Finl ay, Gregory Abowd,
Edition, Pearson Education, 2008NIT I, Il & III)

2. Brian FIling, "Mobil e Design and Develo
(UNIT i IV)
3. Bill Scott and Theresa Neil, "Designin
(UNIT-V)

COURSE ARTICULATION MATRIX

POS PSOS
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 2 2 2 2 2 - 2 - - 1 2 2 3
2 3 2 2 2 3 2 - 2 - - - 2 2 2
3 3 3 3 3 3 3 - - - - - - 3 3
4 3 3 3 3 3 2 - - - - - - 2 2
5 3 3 3 3 3 3 - - - - - - 3 3

3-High, 2-Medium, 1-Low



AD22022 BUSINESSINTELLIGENCE

OBJECTIVES

1 Be exposed with the basics of decision support and business intelligence system

1 Understand the knowledge delivery and visualization of Business data to support d
making.

1 Be exposed with data storage and processing of data using different data analysis t
techniques.

1 Understand the concepts of web analytics and social analytics which supports for b
intelligence

1 Be exposed to the Future Trends, Privacy and Managerial Consideration in Business An

UNIT | DECISION SUPPORT AND BUSINESS INTELLIGENCE 9

Definition, conceptand need for Businessintelligencei ChangingBusinessEnvironmentsand
Computerized Decision Support, Managerial Decision Making, Computerized Support for De:
Making, An Early framework for Computerizeddecision support, Conceptof Decision Support
Systems, A framework for Business Intelligence, Major Tools and Techniques, Decision Mak
Introduction and Definitions, Models, Phasesof the decisionMaking process,Decision Support
Systemi Concepts,Methodologiesand Technologies,Classifications,Componentsof Decision
SupportSystems

UNIT 1l KNOWLEDGE DELIVERY 9

The business intelligence user types, Standard reports, Interactive Analysis and Ad Hoc Qu
Automated reports and SelfService Reporting, dimensional analysis, Alerts/Notifications,
Visualization: Charts, Graphs, Widgets, Scorecardsand Dashboards, Heatmap, Geographic
Visualization, Integrated Analytics, Considerations:Optimizing the Presentationfor the Right
Message

UNIT 11l DATA STORAGE FOR BUSINESS INTELLIGENCE 9

Data Mining Conceptsand Applications, Data Mining Applications, Data Mining Process,Data
Mining Methods, Artificial Neural Networks for Data Mining, Data Warehousirigefinitions and
Concepts, Process Overview, Architectures, ETL Process, Data warehouse developmdnmdre
DataWarehousing

UNIT IV WEB AND SOCIAL ANALYTICS FOR BUSINESS INTELLIGENCE 9

Text and Web Mining Text mining applications and tools, Web MiningOverview, Web content
mining and web structure mining, Web usage Mining, Web Analytics Maturity Model and
Analytics ToolsSocial Analytics and Social Network Analystecial Media Definitions and



ConceptsSocial Media Analytics

UNIT V

FUTURE TRENDS, PRIVACY AND MANAGERIAL CONSIDERATION

IN ANALYTICS 9

Internet of Things Cloud Computing and Business Analyticscation based Analytics for
Organizationslissues of legality, privacy and Ethitmpacts of Analytics in organizatiomsdvanced
Visualizationi Rich ReportFuturebeyondTechnology

TOTAL : 45 PERIODS

OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablgd level

co1 Students will be able to exposed with the basics of decision suppo 5
business intelligence system
Students will be able to understand the knowledge delivery and visuali

CO2 . < : 3
of Business data to support decision making.
Students will be able to exposed with data storage and processing ¢

CO3 ) j i . 2
using different data analysis tools and techniques.
Students will be able to understand the concepts of web analytics and

CO4 ; : : : ) 2
analytics which supports for business intelligence
Students will be able to exposed to the Future Trends, Privacy

CO5 : . B . . 2
Managerial Consideration in Business Analytics

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS
1. Ramesh Shar da, Dur sun Del en, Efraim

ANALYTI CS, AND DATA SCI ENCE: "BditidhaPearspre2017

2. Efraim Turban,RameshSharda,DursunDelenfi D e ¢ iSsppatand Businessintelligence
Sy s t &@WEslition, Pearson 2013.

3. GalitShmueli, NitinR . Pat el and Peter C. Bruce,
Concepts, Techniques, and Applications in Microsoft Office Excel with XLMiner, W
2016.

REFERENCES

1. Larissa T. Mo s s, S. Atr e, A Busi n etdigecytlenft
Deci si onAddisok Weaslgyp2003.

2. David Loshin Morgan, Kaufman, i B u s i Imtadligeace: The Savwwy Manag@u i6 d
SeconcEdition, 2012.

3. Cindi Howson, i S u c c eBasmdssirtelligence: Secretsto Making Bl a Killer Ap p



McGraw-Hill, 2007.

4. RalphKimball , Margy Ross, Warren Thornthwaite,Joy Mundy, Bob Becker,ii T hData
War ehouse Li f ec yPablicatioimo., 800k i t 6, Wil ey

COURSE ARTICULATION MATRIX

POs PSOs
COs

1 2 3 4 5 6 7 8 9 10 11 12 1 2
1 3 2 2 2 2 2 - 2 - - 1 2 2 3
2 3 3 2 2 3 2 - 2 - - - 2 2 2
3 3 2 2 3 3 2 - - - - - - 2 2
4 2 3 3 2 3 2 - - - - - - 2 2
5 2 2 3 3 2 2 - - - - - - 2 2

3-High, 2-Medium, 1-Low



AD22023 FUZZY LOGIC TECNHIQUES

OBJECTIVES

1 To understand basic Fuzzy logic principles

1 To understand fuzzy set operations and properties of fuzzy member functions for per
network classifications.

1 To understand the basic areas of fuzzy rules on aggregation and arithmetic operations

1 To apply fuzzy inference system in real world framework and industrial applications

1 To make decisions on neuro fuzzy systems and-fozify the inferences

UNIT | INTRODUCTION TO FUZZY LOGIC PRINCIPLES 9

Basic concepts of fuzzy logicApplications of fuzzy logie Crisp sets: Basic types and concej
Characteristics and significance of paradigm shift, Fuzzy sets vs Crisp sets, Representation
sets, , linguistic variable, possibility distributions, fuzzy rules, fuzzy rule based inference -s
Fuzzification-defuzzification types, Alternate fuzzy logic operations, Adaptation of fuzzy system:s

UNIT Il ADVANCED FUZZY LOGIC APPLICATIONS 9

Fuzzy Sets Classical sets, set operatygpes of membership functions, designing member
functions, Foundations of pattern classification & regression, Rosenblatt Perceptron, Training
networks learning vector quantizatiagncounter propagation networksndustrial applications.

UNIT I ARITHMETIC AND AGGREGATION OF FUZZY RULES 9

Fuzzy operations and Fuzzy airthmetic Types of operations, Fuzzy complements, Fuzzy intefs
norms, Fuzzy union: tenorms,Combination of operations, Aggregation of fuzzy rélggregation
operation, Fuzzy numbers, Airthmetic operations on intervals, Airthmetic operations on
numbers, Lattice of Fuzzy numbers, Fuzzy equation

UNIT IV FUZZY INFERENCE SYSTEMS 9

Fuzzy rule based Models: Nékdditive Rule Modelsi Additivie Rule Modelsi Fuzzy Systems an
machine learning: Mamdani Fuzzy mod@&ingle Antecedent with three ruldsvo Antecedent witt
four rules working models Fuzzy Inference System and reinforcement learni@ptimization
techniques in Fuzz®-learning

UNIT V FUZzZY DECISION MAKING, CLASSIFICATION & HYBRID 9
FORMATION

Fuzzy synthetic evaluation: Fuzzy ordering, Preference and consensus, Multiobjective decision

under fuzzy states and fuzzy actiohstegration of Fuzzy logic in optimization Techniqueszzy

relations cluster analysis, Neuro fuzzy and fuzzy Genetic syaspgications to engineering problem:



TOTAL : 45 PERIODS

OUTCOMES:
co CO statements RBT
Upon successful completion of the course, the students should be ablgd level
CO1 | Gain knowledge on various basic Fuzzy logic principles and Crisp sets 2
Explore various fuzzy set operations and properties of fuzzy me
CO2 ; o 3
functions for perceptron network classifications.
co3 Analyze the basic areas of fuzzy rules on aggregation and arith 3
operations
co4 Apply fuzzy inference system in real world framework and indug 3
applications
CO5 Examine multiobjective decisions on neuro fuzzy systems and tuzafy 3
the inferences
1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. Timothy J. Ross(2010) Fuzzy Logic Wingineering applicatioashird Edition © 2010 Joht
Wiley & Sons, Ltd

2. J-S.R.Jang, CT . Sun and E. -FiMzyand Scft €omputifigNAeQompatatior
Approach to Learni ng an dHaM&mpériSaddle Rivert2e04.|

REFERENCES

1. M.Ganeshil nt r oducti on To Fuz zRBhilL&mngPvtALKJ2006 Lsh
8120328612, 9788120328617

2. Neural Networks, Fuzzy Logic, Genetic Algorithms: Synthesis And Applications
Rajasekharan AndraiPhi Publication16 June 2013)

3. Simon O. Haykin, Mcmaster University, Ontario Canabigural Networks And Learnin
Machines 3e- Pearson Educationndia; Third Edition (1 April 2016) - Isbn10
9789332570313

4. Nauck, D.D. (2005). Learning Algorithms For Netfazzy Systems. In: Gabrys, B., Leivisk
K., Strackeljan, J. (Eds) Do Smart Adaptive Systems Exist?. Studies In Fuzziness Al
Computing, Vol 173. Springer, Berlin, Heidelbendttps://Doi.Org/10.1007£540-323740_7



https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22M.+GANESH%22&source=gbs_metadata_r&cad=3
https://doi.org/10.1007/3-540-32374-0_7

COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 1 1 1 - - - - - 3 2
2 3 2 2 - - - - - 3 2
3 3 2 2 - - - - - 3 2
4 3 1 1 - - - - - 3 2
5 3 2 2 - - - - - 3 2

3-High, 2-Medium, 1-Low




AD22024 WEB MINING
3 0 0 3
OBJECTIVES
1 To understand the need for web mining and differentiate between Web and Data mining
1 To deal with the evaluation of information concerning satisfying user information needs.
1 To gain knowledge in social structures using network and graph theory.
1 To acquire knowledge about web crawling and how it works.
1 To be familiar with text analysis techniques, web usage mining methodgtauesses

UNIT | WEB DATA MINING AND DATA MINING FOUNDATIONS 9

Web and the Internét Categories of Web MiningWeb Mining and Data Mining, Integration in We
Mining, Data Mining Foundation$ Association Rules and Sequential PatternExtended Model
Mining Algorithm, Rule Generation, Mining Class Association Rules, Sequential Pattéfmsng
Sequential Patterns on GSP and Prefix Span, Generating Rules from Sequential Patterns.

UNIT 1l INFORMATION RETRIEVAL AND WEB SEARCH 9

Basic Concepts of Information Retrievdihformation Retrieval Model§ Relevance Feedbac
Evaluation Measures, Text and Web Page Preprocessstgp word Removal, Stemming, Web Pe
Preprocessing, Duplicate Detection, Inverted Index and Its Compréesdiorerted Index- Latent
Semantic Indexing, Web Search, Meta Search, Web Spamming.

UNIT I SOCIAL NETWORK ANALYSIS 9

Social Network Analysis, G€itation and Bibliographic Coupling, Page Rank, HITS Algoritt
Community Discovery - Bipartite Core Communities, Maximum Flow Communities, En
Communities Overlapping Entities of Named Entitieddvantages and Disadvantages of So
Network Analysis.

UNIT IV ~ WEB CRAWLING 9

Web Crawlingi A Basic Crawler Algorithm Breadth First Crawlers, Preferential Crawle
Implementation Issués Fetching, Parsing, Stop word Removal, Link Extracaod Canonicalizatign
Spider Traps, Page Repository, Universal Crawlers, Focused Crawlers, Topical Crawlers,
Ethics and Conflicts.

UNIT V OPINION MINING AND WEB USAGE MINING 9

Problem Definition of Opinion Mining Document Sentiment ClassificationSentence Subjectivit
and Sentiment Classification, Opinion Lexicon ExpansidxspectBased Opinion Mining Mining
Comparative OpinionsOpinion Search and RetrievaDpinion Spam DetectionWeb Usage Mining
i Data Modeling for Web Usage Mining, Discovery and Analysis of Web usage Patterns



TOTAL : 45 PERIODS

OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be ablgd level

CO1 | The students will be able to understand web mining and its algorithm. 2
The students will be able to deal with Information Retrieval with the

co2 |.. 2
time and least effort.
The students will be able to integrated describethe types and tools g

CO3 . ; 3
Social Network Analysis

CO4 | The students will be able to attain knowledge about Web Crawling. 3

CO5 | The students will be able to analy@eb usage mining methods. 4

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create

TEXT BOOKS
1. Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data by Bing Liu (Spi

Publications), Second Edition, 20

REFERENCES

1.Ji awei Han, Mi cheline Kamber, ADat a Mi
Elsevier Publications

2. Soumen Chakrabarti, AMi ning the Web: Di
Edition, 2002.

3.Zdravko Mar kov, Dani el T. Larose, ADat
Content, Structwure, and Usageo, John Wil
4. Guandong Xu, Yanchun Zhang, Lin Li, i We
Applicationso, Springer; 1st Edition, 2I
5. Ant hony Sci me, AWeb Mining: Application:



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 2 2 - 2 - - 1 2 2 3
2 3 2 - 2 - - - 2 2 2
3 3 2 - - - - - - 2 2
4 3 2 - - - - - - 2 2
5 3 2 - - - - - - 2 2

3-High, 2-Medium, 1-Low




AD22025 KERNEL METHODS FOR PATTERN ANALYSIS

OBJECTIVES
1 To understand the theoretical foundations and practical applications of kernel mett
pattern analysis.
1 To learn how kernel methods are employed in various machine learning and pattern rec
tasks.
1 To explore advanced topics in kernel methods for pattern analysis.
To gain handsn experience in implementing kernel methods forweald problems.
1 To evaluate and compare the performance of different kernel methods in pattern analysis

]

UNIT | INTRODUCTION TO KERNEL METHODS 9

Definition and Importance of Kernel MethodBasics of Pattern AnalysisMathematical Foundation
of Kernel Methods Applications of Kernel Methods in Machine Learning.

UNIT Il SUPPORT VECTOR MACHINES (SVM) 9

Overview of Support Vector Machined.inear and Nonlinear SVMs Kernel Functions in SVMs
SVMs for Classification and Regression.

UNIT 11l KERNELIZED PRINCIPAL COMPONENT ANALYSIS (KPCA) 9

Principal Component Analysis (PCA) Reviewonlinear Dimensionality ReducticrKernelized PCA
and its Applications Comparison with Linear PCA.

UNIT IV KERNEL METHODS IN IMAGE ANALYSIS 9

Image Classification using Kernel Methods Object Recognition and Detection Kernelized
Convolutional Neural Networks (CNN)Case Studies in Image Pattern Analysis.

UNIT V ADVANCED TOPICS AND APPLICATIONS 9

Multiple Kernel Learning Kernel Methods in Bioinformatics Time Series Analysis with Kernels
Emerging Trends in Kernel Methods.

TOTAL: 45 PERIODS



OUTCOMES:

co ' CO statements RBT

Upon successful completion of the course, the students should be abld level
CO1 | Understand the theoretical foundations of kernel methods 2
CO2 | Understand the applications of kernel methods 2
CO3 | Apply kernel methods in various pattern analysis tasks 3
CO4 | Gain handson experience in implementing kernel methods 4
CO5 | Evaluate and compare the performance of different kernel methods 5

1- Remember, 2Understand, 3Apply, 4- Analyse, 5 Evaluate, 6 Create
TEXT BOOKS

1. ShaweTaylor J, Christianini N (2004) Kernel Methods for Pattern Analysis. Cambi
University Press.

2. Introduction to Machine Learning with Python: A Guide for Data Scientists, Andreas C. |
& Sarah Guido, Orielly Publications, 2019.

REFERCENCES

1. "An Introduction to Support Vector Machines and Other Kebased Learning Methods" t
Nello Cristianini and John Shawleylor, Cambridge University Press, 2000.

2. "Pattern Recognition and Machine Learning" by Christopher M. Bishop, Springer New
2006.

3. "Learning with Kernels: Support Vector Machines, Regularization, Optimization, and Be
by Bernhard Scholkopf and Alexander J. Smola, MIT Press, 2018.

4. "Kernel Methods in Computational Biology" by Bernhard Scholkopf, Koji Tsuda, and .
Philippe Vert, MIT Press, 2004.



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 - 2 - - - - - - 2 -
2 - 2 - - - - - - 2 -
3 - 2 - - - - - - 2 -
4 1 2 - - - - - - 2 2
5 1 2 - - - - - - 2 2

3-High, 2-Medium, 1-Low




AD22026 AGENT BASED INTELLIGENT SYSTEMS

OBJECTIVES

1 To brief on Agents, Multi agents and Intelligent agents
1 To explain on Multi agent systems

1 To understand the various search algorithms for agents

1 To understand Rational Decision Making and Learning in multi agent systems
1 To implement an Intelligent agent systems.

UNIT | INTRODUCTION 9

Intelligent Agentsi Agentsi Abstract ArchitecturesPurely Reactive Agents Perceptioni Agents
with Statei Concrete Architectures Logic-based architectures Reactive Architecture$ Belief-
Desire Intention Architecture$ Layered Architectures Agent Programming Languages.

UNIT I MULTIAGENT SYSTEMS 9

Characteristics of Multiagent EnvironmeritsAgent Communication$ Agent Interaction Protocols
Coordination Protocol Cooperation Protocdl Contract Nefi Blackboard Systemt Negotiationi
Multiagent Belief Maintenancie Market Mechanismg Societies of Agents

UNIT I SEARCH ALGORITHMS FOR AGENTS 9

Constraint Satisfaction Problern Filtering Algorithm i HyperResolutiosbased Consistenc
Algorithm 7 Asynchronous Backtrackingg Asynchronous weak commitment seaiictiPathFinding
Problem: Asynchronous Dynamic Programmindiearning Reatime A* - Realtime A* - Moving

Target Search Reattime Bidirectional Search Reattime Multiagent Search Two-player Game$

Min-max proceduré Alpha-Beta Pruning.

UNIT IV RATIONAL DECISION MAKING AND LEARNING 9

Evaluation Criteriai Voting i Auctions i Bargainingi Market Mechanismg Contract Netsi
Coalition Formation+ Principal Categorie$ Differencing Feature$ CreditAssignment Problenii
Learning and Activity Coordinatiori Learning about and from other ageritsLearning and
Communication.

UNIT V APPLICATIONS 9

Agents for workflow and business process management; Agents for distributed sensing; Ag
information retrieval and management; Agents for electronic commerce; Agents for-bompuater
interfaces; Agents for virtual environments; Agents for social simulation.

TOTAL : 45 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level
CO1 | Brief on Agents, Multi agents and Intelligent agents 2
CO2 | Elaborate on Multi agent systems 4
CO3 | Understand the various search algorithms for agents 2
CO4 | Understand Rational Decision Making and Learning in multi agent systé 3
COS5 | Implement an Intelligent agent systems 3
1- Remember, 2Understand, 3Apply, 4- Analyze, 5 Evaluate, 6 Create
TEXT BOOKS
1. Gerhard Wei s s, AMul ti agent Syst ems
Il ntelligencel6, MIT Press, 20
2. Lin Padgham, Mi chael Wi ni kof f , T Al Dpervaecltoipc
Wiley, 20(b.
REFERENCES

1. Jeffrey M Bradshaw, "Software Agents"”, The MIT Press, 2010.

2. Michael Wooldridge, "An Introduction to Multi Agent Systems", second edition John V
and Sons ltd., 2009.

3. Yoav Shoham, Kevin LeyteBrown, "Multiagent Systems: Algorithmic, Game theoretic
Logical foundations", Cambridge, 2008.

4. Tomas Salamon, 'Design of Agent Based Models: Developing Computer Simulations
better understanding of social Processes", Academic series, 2011



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 - 1 - - - - - - 2 -
2 - 2 - - - - - - 2 -
3 - 1 - - - - - - 2 -
4 1 2 - - - - - - 2 2
5 1 1 - - - - - - 2 2

3-High, 2-Medium, 1-Low




AD22027 EVOLUTIONARY COMPUTATION

OBJECTIVES

1 To understandEvolutionary Algorithms in the context of metaheuristicsand their
importantparametricomponents

1 To understand the importance of Fitness Evaluation in Evolutionary Algorithm
1 Learnto formulatea problemasan optimizationproblemandapply EvolutionaryAlgo
1 To understand the cooperative and competitive dynamics within the optimigedicess
1 Tounderstanédindappreciatehe stateof-the-art researchn Evolutionarycomputation
UNIT | INTRODUCTION TO EVOLUTIONARY COMPUTATION 9

Introductionto Evolutionary Computationi . Basic concepts in evolution and natural seleeti
Overview of evolutionary algorithmsEvolutionary Algorithms (Genetic Algorithms, Genetic
ProgrammingDifferential Evolution, Evolution StrategiesCovarianceMatrix Adaptationetc.)

UNIT Il FITNESS, SELECTION, PROCESS MANAGEMENT 9

Different Componentsof Evolutionary Algorithms - Fitness Landscapeis Adaptive Paramete
Control and Tuning Constraint Handling Niching andFitnessSharingi MemeticAlgorithms 1
EnsembldEvolutionaryAlgorithms- Hybridizationwith othertechniques

UNIT 1 MULTI -OBJECTIVE EVLOUTIONARY ALGORITHMS 9

Multi-Objective OptimizationT HyperHeuristics Special Forms of Evolution (@wolution and
Speciation) Experimental (statisticalylethodsfor the analysisof EvolutionaryAlgorithms.

UNIT IV INTERACTIVE EVOLUTIONARY ALGORITHMS 9

Theoretical Analysis of Evolutionary Algorithmsi Interactive Evolutionary Algorithmg
Experiment design ar@halysignvolving EvolutionaryAlgorithms.

UNIT V EVOLUTIONARY STRATEGIES AND DIFFERIAL EVOLUTION 9

Evolutionary Machine Learning Surrogate Assisted OptimizatioriNeuro Evolution Quality
Diversity Algorithmsi Open Ended EvolutionApplications of EvolutionanAlgorithms.

TOTAL: 45 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld  level

col Understand evolutionaigomputation basic concepts and evolutionary 5
algorithm.

CO2 | Understand appropriatrolutionaryalgorithmsfor a problem. 3

CO3 | Implement and compare different MOEAs for various problem doma 3

CO4 | Analyzethestateof-the-artevolutionarycomputatiorresearchiterature. 4

CO5 | Apply suitableevolutionaryalgorithmsfor arealworld application. 3

1- Remember, 2Understand, 3Apply, 4- Analyze, 5 Evaluate, 6 Create
TEXT BOOKS
1. A.E.EibenandJ.E. Smith,ii A imtroductionto EvolutionaryC o mp u tNatarg o ,

ComputingSeriesSpringer 2" Edition, 2015.

2. Ey al Wi r s a 108 Gepetic Afigbrithmsiwsth Python: Applying Genegilgorithms
to SolveRealWorld DeeplLearningandArtificial IntelligenceP r o b | Rack®®ubljshing,
2020.

REFERCENCES

1. laroslavOmelianenkofi H a roxNeuro evolutiorwith Python:Build High- Performing
Artificial Neural Network Architectures using Neuro evolutibasedA | g o r Packh mo
Publishing2019.

2. Slim Bechikh, Rituparn®at t a and Abhi shek Gupta (Ed

EvolutionaryMulti-objectiveO p t i mi ZAdaptationhe&arning,andOptimizationBook
T 20,Springer2017.
Nelishia Pill ay-Henud iRdng sQu ,Thieldy ye r2018. Ay

Hitoshilba,in E v o | u ApproachtoMgchineLearningandDeepNeuraNetworks:
NeurcEvolution andGeneRegulatoryN e t w 0 $pkingey,2018.



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2

1 - - - - 3 2 3 1 1 2
2 1 - - - 2 1 1 2 2 2
3 1 - - - 2 2 1 1 1 2
4 - - - - 1 2 1 2 1 2
5 1 - - - 3 2 3 2 2 1

3-High, 2-Medium, 1-Low




AD22028 GENERATIVE Al

OBJECTIVES
1 Understand the fundamental concepts and applications of generation Al.
Ability to apply mathematical principles in the analysis and design of algorithms.
Ability to design, implement, and evaluate machine learning models.
Ability to analyze and design algorithms for generative tasks
Ability to apply advanced algorithms for image generation and manipulation

= =4 4 A

UNIT | INTRODUCTION TO GENERATIVE Al 9

Definition and scope of Generative AlHistorical overview of generative model8pplications of
Generative Models in various fieldsmage synthesis, text generation.

UNIT I PROBABILITY AND STATISTICS FOR GENERATIVE MODELS 9

Probability theory basics- Statistical concepts relevant to generative modelidigximum likelihood
estimation (MLE) Maximum A posteriori(MAP) estimation.

UNIT 11l DEEP LEARNING FRAMEWORK 9

Basics of neural networksDeep learning architecture (feed forward, convolution, recur¥dirgining
Deep neural networksTransfer learning and fine tuning for generative tasks, TensorFlow or Py
basics

UNIT IV GENERATIVE MODELS - AUTO ENCODERS AND GAN 9

Introduction to auto encoders Variational Auto encoders (VAES) Introduction to Generativi
Adversarial Networks(GANs)- GAN architecture and components Training GANs - GAN
Applications in Image Generation, Style transfer.

UNIT V ADVANCED TOPICS AND APPLICATIONS 9

Sequence Generation Models (RNNs, LSTMs, GRURginforcement learning for Generative Task
Ethical and Social Implications of Generative Al. Generative Models for text and language genre
Meta learning, fewshot learning, and SelSupervised learning

TOTAL : 45 PERIODS



OUTCOMES:

co CO statements RBT
Upon successful completion of the course, the students should be abld level

CO1 | Understand the fundamental concepts and applications of Generative A 2

CO2 | Apply probability and statistical concepts to generative modeling. 3
Interpret proficiency in neural network concepts and deep lea

CO3 . 2
techniques.

CO4 | Implement an autoencodbased generative models. 3

CO5 | Explore and understand advanced topics in Generative Al. 2

1- Remember, 2Understand, 3Apply, 4- Analyze, 5 Evaluate, 6 Create
TEXT BOOKS
1. David Foster fnGenerative Deep Learning:
Pl ay" O 6 R Editibn|2023 Me di a, 2

2. "Deep Learning" by lan Goodfellow, Yoshua Bengio, and Aaron Courville,2016, k
edition, MIT Press.

REFERENCES

1. "Generative Adversari al Net wor k s -Rashati R&ut
Pranav D Pathak, Sachin R Sakhale , Sonali Patil ,kindle Edition,2023,chapman publisht

2. HandsOn Generative Adversarial Networks with KeraRafaelValle, Pack Publisher, Ma
2019

3. Natural Language Processing in Action® Lane, Howard, and Hapké!ledition,2019,
manning publisher

4. "nGener at i v e -Amir Hisam AM Peeas®@28 s 0



COURSE ARTICULATION MATRIX

POs PSOs
COs

5 6 7 8 9 10 11 12 1 2
1 - - - - 3 2 3 1 1 2
2 1 - - - 2 1 1 2 2 2
3 1 - - - 2 2 1 1 1 2
4 - - - - 1 2 1 2 1 2
5 1 - - - 3 2 3 2 2 1

3-High, 2-Medium, 1-Low







